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ABSTRACT

T
his work presents a new design for a gammavoltaic cell, based on diamond and the surface
transfer doping it exhibits. The design evolved from the observation of gammavoltism in a
diamond dosimeter during previous work at the University of Bristol. The work first gives

an overview of gammavoltaics in literature, highlighting the small size of the field as it currently
stands, and the difficulty in comparing between previous works due to the range of approaches
used both for conceiving gammavoltaic devices, and for testing them. As part of this overview, it
draws attention to some other radiovoltaic work to illustrate where gammavoltaics sit in a wider
context. It then discusses the processes by which high-energy photons are converted to conduction
electrons within a device. Discussion is split into high-energy photon scattering processes, electron
scattering processes (for hot electrons), and charge transport processes (for lower-energy electrons
and their holes). As the presented gammavoltaic design is based on diamond, space is then given to
the historical context of diamond research and of research into diamond devices under irradiation.
Three device-specific aspects of diamond research are then covered in greater depth: the formation
of high- and low- barrier electrical contacts on diamond, and the surface transfer doping effect. With
this background given, the design for a gammavoltaic cell on which this work is based, is presented:
a thick, insulating diamond with opposing, dissimilar contacts, covered on all surfaces with a certain
coverage of hydrogen termination.

To marshal the lessons from existing gammavoltaic literature, and also to give clarity and structure
to the experiments conducted for this work, five factors are introduced: comparability, accountability,
capability, applicability and longevity. No gammavoltaic has yet seen a real-world deployment, to
my knowledge. I assert here that each of these five factors has an important role to play in the
conceptual development of the field and the progress it makes towards gammavoltaics becoming
industrially useful. I define an energy range of 1 - 2000 keV, the Gamut, which I suggest contains all
relevant photon energies for gammavoltaic purposes, both application and study. For similar reasons,
I suggest a notation convention which lends itself to use for benchmarks in gammavoltaics, with two
given directly: Co-60

100 P, the volumetric maximum power-point density under a 100 Gy/h air KERMA
dose rate of Co-60 radiation, in nW/cm3, and Co-60

100 p, the analogous areal quantity, in nW/cm2.

A Theory chapter is included which gives a brief overview of the basic physics of traditional solar
cells based on silicon pn-junctions, the equivalent circuit model which arises from this, and the use
of the Lambert W function to derive an explicit I -V expression from the model. It then attempts
to apply the same concepts to the diamond gammavoltaic cell presented in this work, although
there are several elements which have not been included in the theoretical treatment at this time.
An extended equivalent-circuit model based on opposing diodes, the opposing-diodes model, is
derived from this circuit. Finally, the theory chapter discusses the fitting parameters space for both
models, and the benefit of using orthogonal distance regression for radiovoltaic work, to account
for the fact that uncertainty in the applied bias may be substantial as well as the measured current.
There is also a Methods chapter which covers the computational aspects of the above as well as the
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other experimental methods employed in the work.
The first set of results presented are for the purposes of capability and accountability. They seek to

prove that the design presented here is capable of working, to a reasonable degree, as a gammavoltaic,
and to verify that it works in the way intended. Due to the unusual method of hydrogen termination,
required by the fact electrode contacts must be deposited prior to termination, an x-ray photoelectron
spectroscopy study is presented which shows the enabling hydrogen termination to have consisted
of approximately 0.3 monolayers.

The second set of results here goes further down the route of accountability, using a chain
of synchrotron experiments and GEANT4 simulations to first attempt to validate the modelling
approach used in this work, and then attempt to probe the operation of a diamond gammavoltaic
cell under high fluxes of photons as the energy is varied between 50 keV - 150 keV, the region in which
Compton scattering being to dominate over photoelectric absorption for diamond. Unlike in work
published on the latter experiment, conclusions drawn are fairly limited due to uncertainties about
the method that have arisen since publication.

The third set of results addresses the factors of comparability, applicability (to the gamma field
in a nuclear waste store), and longevity (again, in the context of deploying in a nuclear waste store).
Measurements are performed under irradiation from gamma rays from both Cs-137 and Co-60. In
each case, air KERMA dose-rates of tens to thousands of Grays per hour are attained. An equivalent
circuit model based on two opposing diodes is fitted to each curve in an attempt to extract quasi-
physical parameters and observe their change with dose rate, to mixed success. For comparability,
benchmark values are found of Co-60

100 p = 27 nW/cm2 and Co-60
100 P = 179 nW/cm3. Longevity testing

showed that the device design is promising for longevity. It suffered no catastrophic degradation after
800 kGy air KERMA of Cs-137, after an irradiation at 1,350 Gy/h air KERMA for over 3.5 wks. At most,
degradation was around 16 %, but this is an overestimate due to temperature and humidity effects
also playing a role. The longevity status of the gammavoltaic design presented here is promising but
requires more study, over longer periods of irradiation.

The summary and conclusions of the work include avenues for improvement in the device,
and early work that has been undertaken to address them. The thesis culminates with details of a
demonstration in which a diamond gammavoltaic device powers a Bluetooth monitoring circuit,
sufficiently to transmit a temperature and humidity measurement after charging from x-rays for 10 h.
This is believed to be the first time a gammavoltaic has been used to power any kind of electronic
device.
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GLOSSARY

T
his glossary presents items split by classification (symbols, initialisms and acronyms, spe-

cialised terms) and then ordered alphabetically. The glossary omits certain symbols, terms

etc. which are only used once and defined in place, or on the way to other concepts.

N.B. Elemental and material symbols are not given here, but follow the convention that symbols

are used to denote atoms, whilst materials are named. For example, one may talk of the cross-sections

of Si and C, but of the overall cross-section of a device made from silicon carbide, not SiC. However, I

have tried to let readability and clarity take priority over consistency: conventional symbols have

been used rather than material names to avoid ambiguity with radioisotopes (e.g. Co-60 is used

rather than "radiocobalt"), and the established convention of using elements symbols, not names, to

denote contact metal stacks has been used (thus a stack may be Au/Pt/Ti rather than "gold-platinum-

titanium").

Symbols

Each entry gives the measurement units used here for a quantity and its unit system. References to a

given unit include use of scaled versions of that unit via exponentiation. Where a unit is not an SI

unit, the relevant SI unit is also given.

A Cross-sectional area; the electrically-active cross-sectional area of a diode or voltaic

cell, which may be equal to the area of the contacts. Square metre (m2), SI based

unit.

δ Fit residuals on the abscissa. Units depend on abscissa units.

Ec The energy of the conduction band minimum in a crystal. Electronvolt (eV), an

SI-sanctioned non-SI unit; SI unit is the joule (J).

Edep The energy deposited into a substance by incident radiation. Electronvolt (eV), an

SI-sanctioned non-SI unit; SI unit is the joule (J).
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GLOSSARY

EF The Fermi level in a crystal; the energy at which there is a 50 % chance that carriers

would fill the level if one existed there at thermal equilibrium. Electronvolt (eV), an

SI-sanctioned non-SI unit; SI unit is the joule (J).

EF,n The electron quasi-Fermi level in a crystal; the energy at which there is a 50 %

chance that electrons would fill the level if one existed there when electrons are in

equilibrium with each other but not with the hole population. Also known as the

electron imref. Electronvolt (eV), an SI-sanctioned non-SI unit; SI unit is the joule

(J).

EF,p The hole quasi-Fermi level in a crystal; the energy at which there is a 50 % chance

that holes would fill the level if one existed there when holes are in equilibrium

with each other but not with the electron population. Also known as the hole imref.

Electronvolt (eV), an SI-sanctioned non-SI unit; SI unit is the joule (J).

Eg The size in energy of the band gap in a crystal. Electronvolt (eV), an SI-sanctioned

non-SI unit; SI unit is the joule (J).

Eγ Photon energy; the energy of either a single photon or a population of monoener-

getic photons. Electronvolt (eV), an SI-sanctioned non-SI unit; SI unit is the joule

(J).

Ev The energy of the valence band maximum in a crystal. Electronvolt (eV), an SI-

sanctioned non-SI unit; SI unit is the joule (J).

ε Fit residuals on the ordinate axis. Units depending on ordinate axis units.

F F Fill factor, treated as a symbol rather than an initialism by convention. A measure

of quality for a voltaic device which compares its actual power output to the ideal

power output; the ratio of the maximum power-point current to the theoretical or

ideal maximum power. Unitless.

H Relative humidity. The fraction of water vapour actually in the air to the maximum

that air could hold, with a view to the temperature and pressure of that air. Unitless,

expressed as a percentage (%).

η Incident power efficiency. The ratio of the maximum power-point power to the

incident photon/radiation power for a voltaic cell. Unitless.
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ηdep Deposited power efficiency. The ratio of the maximum power-point power to the

deposited photon/radiation power for a voltaic cell. ηdep ≤ η. Unitless.

I Current. Ampere (A), SI base unit.

I0 The saturation current of a diode or voltaic cell; the current which the diode or

voltaic cell allows through when biased in its blocking direction. May be further

subscripted if more than one diode appears in a circuit. Ampere (A), SI base unit.

Idiff Diffusion current; the current flowing through a diode or voltaic cell due to carrier

diffusion. Ampere (A), SI base unit.

IMPP Maximum power-point current. The current flowing through a voltaic when it

is generating its maximum possible output power under the extant conditions.

Ampere (A), SI base unit.

IPh Photocurrent. the current generated by incident light or other radiation in a voltaic

cell. Ampere (A), SI base unit.

ISC Short-circuit current. The current a voltaic device produces when operating with

no voltage across it (as if the device were shorted). Ampere (A), SI base unit.

kb The Boltzmann constant: 1.380649 ×10−23 J.K−1. Joules per Kelvin, derived SI unit.

n Used for two separate quantities: (1) Electron density of a semiconductor. Electrons

per cubic centimetre (cm−3). (2) ideality factor of a diode or voltaic cell. Unitless.

Pdep Deposited photon power; the power deposited into a volume by a stream of photons

with a given flux and a given energy or range of energies. Pdep ≤ Pγ. Watt (W), SI

derived unit.

Pγ Incident photon power; the power delivered to an area or volume by a stream of

photons with a given flux and a given energy or range of energies. Watt (W), SI

derived unit.
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PMAX Theoretical or ideal maximum power. The output power a "perfect" device with

the same short-circuit current and open-circuit voltage would produce under the

extant conditions; the product of the short-circuit current and the open-circuit

voltage. Watt (W), SI derived unit.

PMPP Maximum power-point power. The maximum possible output power under the

extant conditions. Watt (W), SI derived unit.

P Volumetric maximum power-point power density. The maximum power-point of a

device divided by the volume of the device, always given with the radiation type

in superscript and the air KERMA dose rate (in Gy/h) in subscript to the left, e.g.
Co-60
100 P. Nanowatts per cubic centimeter (nW/cm3), derived SI units.

p Areal maximum power-point power density. The maximum power-point of a device

divided by the surface area of the device, always given with the radiation type in

superscript and the air KERMA dose rate (in Gy/h) in subscript to the left, e.g. Fe-55
1 p.

Nanowatts per square centimeter (nW/cm2), derived SI units.

q Used for two separate quantities: (1) The number of electrons bound to an atom.

In a neutral atom (i.e. not an ion), q = Z . Unitless. (2) the elementary charge,

1.602176634×10−19 C. Coulomb, derived SI unit.

RS Series resistance. The resistance a current is subject to when travelling the intended

path through a device. Ohm (Ω), derived SI unit.

RSh Shunt resistance. The resistance a current is subject to when travelling the unin-

tended, or leakage, paths through a device. May be further subscripted if more than

one shunt resistor appears in an equivalent circuit. Ohm (Ω), derived SI unit.

S Used in two separate contexts. (1) The aptly-named "S-parameter". The parameter

which determines how well a semiconductor will obey the foundational or basic

principles of the energy band-bending model of Schottky contacts. Unitless. (2) the

letter used to label various regressors in curve-fitting. Unitless.

σ This symbol is used in two ways depending on context. For particle interactions

with matter, see CROSS-SECTION in the Initialisms and Acronyms section. In all

other cases it is a reference to the standard deviation of a set of measurements, and

takes the unit of that measurement.
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T Temperature. Kelvin (K), base SI unit. Occasionally given in degrees Celsius (° C),

miscellaneous non-SI unit. The scales are offset but equal in step size: 0 ° C = 275.15

K.

Te The kinetic energy of an electron. Electronvolt (eV), an SI-sanctioned non-SI unit;

SI unit is the joule (J).

θ Monolayer coverage. Always in subscript with the species forming the monolayer,

e.g. θH2O. Unitless, but always expressed in fractional terms rather than percentage

terms.

V Voltage. Volt (V), SI derived unit.

VD Diode voltage. The voltage across a diode when said diode is embedded in a wider

circuit, meaning in general VD 6=V . May be further subscripted if more than one

diode appears in a circuit. Volt (V), SI derived unit.

VMPP Maximum power-point voltage. The voltage over an operating voltaic when it is

generating its maximum possible output power under the extant conditions. Volt

(V), SI derived unit.

VOC Open-circuit voltage. The voltage that appears over an operating voltaic when no

net current is flowing through it (as if the circuit were broken, or "open"). Volt (V),

SI derived unit.

VT The thermal voltage; a quantity related to the energy charge carriers have due to a

diode or voltaic cell being operated above absolute zero. VT = kbT /q ≈ 0.026 V at

300 K. Volt (V), SI derived unit.

φB Schottky barrier height. The potential barrier that forms naturally when a metal

comes into electrical contact with a semiconductor. Units not used in this work,

most commonly used with the electronvolt (eV), an SI-sanctioned non-SI unit; SI

unit is the joule (J).

X Electron affinity. The amount of energy released when a neutral atom attracts an

electron, to become a negative ion. Units not used in this work, most commonly

used with the electronvolt (eV), an SI-sanctioned non-SI unit; SI unit is the joule (J).
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χ2
ν Reduced chi-squared fit statistic. A fit statistic for assessing the likelihood that an

unbounded linear fit is physical. Unitless.

Z Atomic number. The number of protons in the nucleus of an atom. Unitless.

Initialisms and acronyms

Some initialisms and acronyms represent quantities as symbols do. These follow the same convention

as the symbol list for reporting unit information.

CVD Chemical Vapour Deposition. A material and device fabrication technique

by which chemicals are first vapourised before mixing and then depositing

onto a substrate. In this work, the type of CVD discussed is always microwave-

enhanced CVD, a process by which the vapours are energised into a plasma

with microwave radiation to grow diamond.

DGV Diamond GammaVoltaic. May refer to either a device or a single cell, though

usually this is specified rather than left to context where the distinction is

important.

DLS Diamond Light Source. A synchrotron in Oxfordshire, England, UK. Where

this initialism is used in the text, it is normally to refer specifically to beamline

I12 of said synchrotron.

EQE External Quantum Efficiency. The average number of conduction electrons

collected for every incident quantum of radiation. In the case of a gamma-

voltaic, every gamma photon. Unitless.

HPHT High-Pressure, High-Temperature. A method of diamond growth which oper-

ates by mimicking the high-pressure, high-temperature conditions in which

diamonds form naturally.

KS Kolmogorov - Smirnov test, or statistic. A non-parametric test for normality,

which in this work is used for testing residuals.

NIST National Institute of Standards and Technology. A non-regulatory US govern-

ment body specialising in metrology and standards.
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ODR Orthogonal Distance Regression. A method of fitting explicit or implicit linear

or non-linear models to data with uncertainty in both the ordinate and

abscissa variables.

OLS Ordinary Least Squares. A method of fitting explicit linear or non-linear

models to data with uncertainty in the ordinate variable.

SMA SubMiniature, version A. A type of electrical connector.

SP8 SPring-8. A synchrotron in Harima Science Park City, Hyogo Prefecture, Japan.

"SPring-8" is itself an acronym for Super Photon ring - 8 GeV.

KERMA Kinetic Energy Released in MAtter. The sum of all the kinetic energies of

the secondary charged particles liberated by ionising radiation. This is a

material-dependent quantity. It is distinct from energy deposited, as sec-

ondary particles may escape the material with some of their kinetic energy

remaining. Thus, KERMA deviates from energy deposited as incident energy

increases. Grays (Gy), derived SI unit.

MPP Maximum Power-Point. The maximum measurement on a P-V graph, or

more properly a point which may reside between two measurements and

which would have been the maximum had a measurement been made there.

As P-V graphs are generally constructed from I -V graphs, the co-ordinates

of this point can be said to comprise of the current, applied bias and power

at that point.

XPS X-ray Photoelectron Spectroscopy. A surface-sensitive analysis technique

which uses x-rays to collect chemical information about samples such as

elemental composition and the binding states of said elements.

Specialised terms

Absorbed dose The energy deposited into a substance by a given flux or field of

radiation per unit mass. Gray (Gy), a derived SI unit. However,

literature is quoted which uses the rad, a CGS unit. 1 rad = 0.01

Gy.

Alphavoltaic A radiovoltaic for which the radiation in question is formed of

alpha particles.
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Betavoltaic A radiovoltaic for which the radiation in question is formed of

beta particles.

Bremsstrahlung Photons radiated by high-energy charged particles as they slow

down or change direction; a German loan word, from bremsen

Strahlung, "breaking radiation". The term is also used as a short-

hand for the physical processes that create bremsstrahlung.

Compton scattering A process by which a photon interacts with an electron, being

deflected and giving some of its energy to the electron (often

enough to break the electron from atomic binding, where rele-

vant).

Cross-section An analogous quantity for the probability an interaction be-

tween two particles, or a particle and a device, will occur. This is

discussed in both a qualitative and a quantitative sense in this

work. Where is is quantitative, the unit used in the miscellaneous

non-SI unit, the barn (b); the SI unit is the square meter (m2).

Equivalent dose A measure of the projected stochastic heath effects of radiation

on the body. Occasionally found in gammavoltaic literature de-

pending on the experimental setup used. Seivert (Sv), derived

SI unit. For gamma rays, the equivalent dose is equal in value to

the absorbed dose in tissue; an absorbed dose of 1 Gy creates an

equivalent dose of 1 Sv. For diamond, due to approximate tissue

equivalence, a rough approximation means this can be extended

back in the other direction: a 1 Sv/h flux may deposit 1 Gy/h of

absorbed dose in diamond. Occasionally seen in literature in

terms of Roentgen Equivalent Mans/Men (rem), a deprecated

non-SI unit. 1 rem = 0.01 Sv.

Exposure dose Referenced obliquely in the text, a deprecated measure of ir-

radiation which is a measure of the total charge of particles

ionised in air by x-rays or gamma rays. Roentgen (R), non-SI

and deprecated unit. Of use insofar as 1 R translates to 0.009 Gy

of absorbed dose in air (although they are not measures of the

same quantity).
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Gammavoltaic A term used as both an adjective and a noun to describe a device

which converts gamma radiation into electricity directly or, at

least, without recourse to heat; a photovoltaic which operates

for photons with energies higher than those of visible photons,

usually much higher; a radiovoltaic for which the radiation in

question is formed of gamma rays.

Gamut, the The photon energy range from 1 - 2000 keV which this work

argues is the window relevant to gammavoltaic research. Name

chosen from the contemporary meaning of the phrase "run

the gamut" (display the complete range of something), and in

relation to the origin of that phrase, gamma ut, the Latin phrase

for the range of notes (hence wave energies) starting at bass G,

and due to its chiming well with the word "gammavoltaic" itself.

GEANT4 Strictly speaking an acronym (GEometry ANd Tracking 4), but

in practice a proper noun; the name of the high energy physics

simulation software used in this work.

Pair production A process by which a photon with 1022 keV of energy or more

spontaneously materialises into an electron and a positron. In

this work, this is only considered in the nuclear field of an atom.

Any excess energy the photon possesses is shared as kinetic

energy by the electron and positron.

Photoelectric absorption A process by which a photon gives all of its energy to an electron

bound to an atom, either promoting or ionising it.

Photovoltaic A term used as both an adjective and a noun to describe a device

which converts photons into electricity directly, or at least with-

out recourse to heat. In common parlance synonymous with

the solar photovoltaic, which does the above for predominantly

visible photons.

Radiovoltaic A term used as both and adjective and a noun to describe a a de-

vice which converts radiation - quanta emitted by radioisotopes

- into electricity, either directly, or at least without recourse to

heat.
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Rayleigh scattering A process by which a photon interacts with an atom, being de-

flected by it but keeping all its energy (i.e. an elastic process).

Scatter shroud Material or materials placed in front of a gammavoltaic to catch

gamma rays and direct their scatter products into the gamma-

voltaic, for the purposes of higher energy collection.

Surface transfer-doping A process by which conductivity may be created or enhanced on

a solid surface by the adsorption of a chemical species, which

leads to the creation of a two-dimensional charge carrier gas.

Terminator, the A modified sputter coater now used to strike direct-current plas-

mas, used for the termination of diamond surfaces with different

atomic species.

Voltaic An informal description or loose classification of devices; any

device which generates electricity by use of some physical prin-

ciple which appears direct.

XRT Strictly an initialism (X-Ray Tomograpy), in practice used as

a noun to refer to the XRT microscope used as an irradiation

method.
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INTRODUCTION

D
uring his doctoral studies, Dr. Hutson of the University of Bristol developed a package of

gamma dosimetry equipment based around a diamond dosimeter, showing that it could

reliably measure dose rates up to at least 3,600 Gy/h without degradation [1]. One question

was raised during that work which could not be pursued at the time, but which spawned this work.

During one experiment, the dosimeter appeared to be producing currents around a thousand times

weaker than previous experiments suggested it should: picoampere currents in a device which

normally produced, by a convenient rule-of-thumb, 1 nA for every 1 Gy/h of air KERMA dose rate.

The dosimeter, based on a 0.5 mm thick piece of highly pure, single crystal diamond, required a bias

of 300 V to operate. As it transpired (and in a turn of events with which every experimentalist can

empathise), the currents had dropped so low not due to degradation, nor some broken component

in the wider electronic circuits, but because the bias had been left switched off, accidentally. From

the perspective of that work, the obvious course of action was to chalk the episode up to experience

and continue with the existing research plan. However, it was not missed that the dosimeter had

acted as a source of electricity - as a gammavoltaic. This was unusual for at least two reasons. Firstly,

pure diamond is highly insulating [2], and with no external bias, let alone a bias approaching the 300

V operating voltage of the crystal, this diamond should have acted as if it were a break in the circuit,

with a resistance on the order of 10 TΩ in the dark (thought substantially less at very high dose rates

[3]). Secondly, the device was symmetric, at least nominally. The contacts were the same on either

side, and designed to create as low a potential barrier as possible. So, the device should not have

generated a current in either direction when turned off, due to the low barriers. Then, any current

that was generated, due to the fact that a low barrier is not no barrier, should have been cancelled

out by an equal and opposing barrier at the other contact. It seemed that any current that escaped

this cancellation, likely due to random variation in the contact deposition process, should have been
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even more vanishingly small.

A programme of research was conceived to try to explain the observation, both for reasons of

scientific curiosity, and also because gammavoltaics is a nascent field, to which further research into

this effect could prove useful. It would be a new approach. Immediate progress towards a "useful"

gammavoltaic - one which could surpass previous attempts by achieving an actual deployment - was

envisioned with, and supported by, Sellafield Ltd., who had an interest in any device which may be

able to power long-deployment environmental monitoring devices for their waste stores. However,

this was an ambitious goal. The difference between the power observed in the dosimeter and the

power required by the lowest-power energy harvesting chip then on the market 1, was a factor of six

million. Scientific intuition prevailed against numerical doubt, and I was brought onto the project

to carry things forward. This work presents the beginning of a programme of work to develop an

industrially usable device.

Semiconductor device development does not normally follow this pattern. A mixture of scientific

enquiry and engineering, it is by now a fairly well-oiled process in which the golden rules are to

simulate far more than one fabricates, and fabricate far more than one investigates. This saves time

and resources, lends theoretical context to results, and emphasises process reliability. To a certain

extent, however, gammavoltaic development is not like the development of other semiconductor

devices. The field is immature, and arguably pre-paradigmatic: several different approaches have

been considered for gammavoltaic energy harvesting, which diverge quite strongly in their particulars,

with none having yet "won out" in the sense of having created a device that could be deployed and

used. What is more, there is no commercial software package capable of simulating the entire process

of a semiconductor device converting a flux of gamma rays into a time-dependent current, although

in the cases of most designs, the physics of all the steps is well known. For this reason this thesis has

elected to follow a lead that has presented itself - a dosimeter producing power when it seemed it

should not.

This introduction will first survey what little literature there is on gammavoltaics, highlighting the

difficulty of comparison between previous works (through no fault of previous researchers) and the

diversity of approaches considered. Following that, an account will be given of the physical processes

through which energy must go to be converted from an incident gamma ray into a conduction

electron in a device, which will go some of the way to explaining why no software package yet exists

that is capable of simulating the whole picture. It will then discuss the use of diamond as a device

material. The use of diamond was of course decided at first by circumstance, but eventually it showed

itself to be indispensable for the gammavoltaic device design chosen, so this part is not just an

exercise in post hoc justification. Finally, the introduction will end with a description of the device

design pursued in this work, and the series of conceptual steps which led to it from the anomalous

dosimeter results. In this final part, an explanation will be given of the experiments performed using

this device design and the rationale behind them. This will include a framework I have used to

1the EH300 by Advanced Linear Devices [4].
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understand previous research and to describe this work.

1.1 Gammavoltaics: both radiovoltaics and photovoltaics

In the years since the first rooftop solar array was installed in the mid-1880s [5], the solar cell has

transformed from an experimental device of roughly 1% efficiency, more suitable for light detection

than power generation, to the subject of an international industry. As a field, photovoltaics remains

essentially synonymous with solar photovoltaics. However, the same effect is produced for photon

energies outside of the visible, and research has sporadically appeared to investigate the potential of

photovoltaics for much higher photon energies: gammavoltaics. Gammavoltaics additionally belong

to the class of devices known as radiovoltaics, which also include alphavoltaics and betavoltaics 2.

Betavoltaics have been designed, simulated, and/or made out of a fairly wide variety of materials,

such as gallium nitride [7, 8], gallium arsenide [9, 10], indium gallium phosphide [11], silicon carbide

[12, 13] and most prominently silicon [14–18]. Silicon, along with a tritium source, is the basis of the

City Labs/Betacel device lineage, which are not just sold commercially, but have been used to power

pacemakers in patients for several decades [19, 20]. In the quest for longer lifetimes and higher power

outputs, researchers have looked at using isotopes such as Ni-63 with diamond, most successfully the

Moscow team who published a string of articles in the mid-to-late 2010s, culminating in a 200-cell

prototype device capable of generating just under 1 µW continuously [21–23]. Further information

on the present state of betavoltaic development can be found in a recent and thorough review article

by Krasnov and Legotin [24]. Alphavoltaics have received less attention, despite producing more

power than betavoltaics as a rule, because the issue of radiation damage has presented itself quite

severely in even radiation-hard voltaics [25–27].

Alphavoltaics and betavoltaics are, in general, intended for use as portable micropower sources

(whether that be for consumer, military or space use). With a few exceptions [28–32], the case for

gammavoltaics has been made differently, as the shielding requirements of gamma isotopes are

much greater. Gammavoltaic devices are better suited to deployment into existing and problematic

gamma fields. Whilst this limits the applicability of gammavoltaics compared to other radiovoltaics,

it also provides an advantage, in that no radioisotope sourcing, handling or processing is necessary in

the creation of devices. Furthermore, the amount of energy present in a stationary gamma field can

be much greater than that attainable in a compact source intended for self-contained radiovoltaics. It

has also, historically, allowed commercial solar photovoltaics to be used directly as gammavoltaics, in

various setups. There are several settings in which such gamma fields exist, usually tied to the nuclear

industry. In waste stores, ambient air KERMA dose rates are around 100 Gy/h and canister surface

dose rates can be 1,200 Gy/h 3. In these locations, the danger posed by radiation precludes worker

access, and information about the interior is sparse. Simple measurements of dose rate, temperature,

2There is also some evidence of researchers having considered "neutronvoltaics" in the 2000s [6], though this term
appears to have been used in reference to powered neutron detectors.

3Private communication, Sellafield, 2020. Similar values can be found in [33].
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and humidity, if made often, would increase the safety of the stores. Batteries have limited lifespans

and retrieval is not feasible, thus using the gamma field itself as a power source is attractive.

In 1960, Scharf tested the suitability of a standard silicon pn-junction for x- and gamma-ray

dosimetry, echoing the initial application of photovoltaics as light detectors. Using a 7.9 cm2 cell of

0.7 mm thickness, under Co-60 irradiation (1.17 MeV and 1.33 MeV), the cell produced a short-circuit

current ISC ≈ 35 nA and an open-circuit voltage VOC ≈ 73 mV at a dose rate of 4 Gy/h [34]. The cell

performed better under a more intense irradiation from an unfiltered 50 kV x-ray source, producing

an ISC ≈ 85 mA and a VOC ≈ 65 mV at 1.08 MGy/h. Although the power to dose rate ratio was low,

development may have continued from here were it not for the terminal susceptibility of silicon

to radiation damage, acknowledged by Scharf. Scharf observed that the cells "showed considerable

decay with time" at an exposure dose rate of 0.6 Mr/h (6 kGy/h).

More recent attempts, by Horiuchi et al in 1997 [35] and White et al in 2005 [33] have focused on

the use of a tandem device comprising a scintillator and a solar photovoltaic. The former produces

the visible light photons, upon irradiation, for which the latter is optimised. White et al found that

power output degraded with total dose, as did series resistance and shunt resistance. The best voltaic,

which had a surface area of 45 cm2, initially achieved an ISC = 4.6 µA and a VOC = 0.2 V, under a Co-60

air absorbed dose rate of 1,224 Gy/h. In 1997, Horiuchi et al exposed silicon solar cells to Co-60

gamma rays with the explicit intention of assessing them for power generation from spent nuclear

fuel waste [35]. This work was particularly thorough, and assessed amorphous, monocrystalline and

polycrystalline solar cells, each both with and without scintillators, and with multiple scintillators

assessed. Importantly, this work also recognised and made use of the fact that the penetrating nature

of gamma rays allows gammavoltaics to be arranged stackwise as well as arranged panelwise, with the

latter being the manner conventional to solar photovoltaics. Results for single cells were reported in

terms of conversion efficiency between power produced and an exposure dose of 7950 R/h, with units

of mW/cm2/R/h. 1 R = 2.58 × 10−4 C/kg of air. Comparison of this to absorbed dose measurements is

difficult, as the conversion is material and energy dependent. However, one can look at air KERMA,

for which 1 Gy ≈ 0.009 R [36]. The best single-cell performance was 1.7 ×10−8 mW/cm2/R/h, for a 38

cm2 monocrystalline cell with a caesium iodide scintillator. For triple-cell stackwise experiments,

results were reported in terms of a conversion rate between the induced current density in A/cm2 for

each cell. Here, both monocrystalline and polycrystalline cells without scintillators behaved similarly,

with conversion rates around 6.5×10−13 A/cm2/R/h. Degradation of induced current was found

to proceed at a rate of 6.69 × 10−6 %/R (∼ 0.7 %/kGy) under irradiation at 105 R/h (∼ 0.9 kGy/h).

Extrapolating this in a linear fashion would give an estimated time to total failure of around 160 h, i.e.

just under one week. Of course, linear degradation cannot be assumed, and it is possible the device

may have failed far sooner, or lasted far longer. Degradation under gamma irradiation is treated with

greater detail in Section 1.3.2, with a focus on diamond.

In 2005, Horiuchi and co-workers developed their work further [37], using a combination of a 35.2

cm2 amorphous silicon solar cell and caesium iodide scintillator. This attained an induced current of
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approximately 10 µA, and an induced voltage of approximately 2.3 V at a distance of 40 cm from an

18.8 TBq Co-60 source. It is likely in the context that the induced current and induced voltage are

equivalent to the ISC and VOC. Ancillary to the main presented results was a report of a degradation

experiment, which noted that after being irradiated for 25 h at an equivalent dose of 791 Sv/h, the

power output was "not completely reduced" (presumably meaning there was no catastrophic failure

but that degradation of some sort had occurred). For the basis of comparison, it should be noted that

an equivalent dose of 1 Sv is generated by an absorbed dose of 1 Gy of gamma rays [36], and that

diamond is roughly tissue-equivalent [3], so 1 Sv can be treated as equivalent to an absorbed dose of

1 Gy when comparing to diamond gammavoltaics.

Hashizume et al reported in 2010 on a set of in-house silicon voltaics which were tested under an

absorbed dose rate of 200 Gy/h of Co-60 radiation [38]. These silicon voltaics were tested alongside

a commercial silicon solar cell of substantially lower resistance, and interestingly, power output

was up to two orders of magnitude greater for the higher-resistance, in-house voltaics. The best

device produced 20 nW/cm2 and 400 nW/cm3. However, after 6 months at this dose rate (i.e. a total

absorbed dose between 800 and 900 kGy), performance had dropped over 90 %.

The most similar of existing and established devices to a gammavoltaic is the gamma dosimeter

or detector, and mention has already been made to the gammavoltaic effect seen in Dr. Hutson’s

dosimeter. This has also been reported on by Almaviva et al in a single crystal detector created in

2008 [39], which could operate in a gammavoltaic mode for the purpose of in vivo dosimetry and

which, when irradiated at an absorbed dose of 180 Gy/h of 10 MV bremsstrahlung photons, produced

an ISC = 48 pA, a VOC = 1.3 V, and a maximum power-point power PMPP ≈ 34 pW 4. The diamond

device was 4 × 4 mm in area, and made on a commercial substrate fabricated by the high-pressure,

high-temperature (HPHT) method, so likely 0.5 mm thick. Section 1.3.1 gives more detail on diamond

fabrication techniques. In 2010, Almaviva led further research, this time employing a similar device

and measuring its responsivity (current collected for power imparted, A/W) between 6 - 20 keV

of monochromatic photons at the Diamond Light Source synchrotron [40]. The diamond current

(presumably equivalent to the ISC of the device) was also measured as a function of photon flux at 17.5

keV, with linear behaviour found for fluxes between 0 - 2.5 ×1011
γ.s−1, and a maximum measured

value of approximately 27 nA at approximately 2.3 ×1011
γ.s−1. This device was also a single crystal

and also 4 × 4 × 0.5 mm3 in size. Other researchers have taken a different approach, using single

crystal methylammonium lead triodide [41–44]. Degradation has been observed, but devices have

withstood equivalent dose rates of 100 Sv/h during a test of several hours. Being composed of a

lead-containing perovskite, these devices are particularly elegant in being highly-absorbing direct

conversion devices. However, at time of writing, they still require the application of a DC bias and are

in that sense not standalone voltaics, but detectors still.

Finally, some attention should be given to attempts to make portable gammavoltaics, in the

mould of other radiovoltaic devices. Liakos, along with a theoretical treatment of scintillator-based

4These values were obtained by digitisation of the I -V plot in the article.
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gammavoltaics for Co-60 [28, 30], has also modelled the effectiveness of using Th-229, which emits

gamma rays with very low (near visible) energies [45], as a safe in-built radioisotope [29]. The low

emission energies are the key, in that concept, to sidestepping the shielding requirements normally

encumbering portable gammavoltaics. To my knowledge, however, the devices were never made.

Butera et al reported in 2016 on an aluminium indium phosphide-based gammavoltaic which

incorporated an Fe-55 source [31]. Fe-55 emits at a few different energies in the 5-6 keV range [46]

and therefore is easy to shield, but does still require a shield, unlike Th-229. The Butera cell operated

best at -20 °C, producing a PMPP = 1.2 pW. Small though this is, it should be noted that it represented

a very high power conversion efficiency, of 22 %. To my knowledge this is the highest reported

conversion efficiency of any radiovoltaic, with other recent references to high conversion efficiencies

being on the order of a few percent for both alphavoltaics and betavoltaics. Becquerel for Becquerel,

it is otherwise normally to be assumed that gammavoltaics will be less efficient than other types

of radiovoltaic, due to the much more penetrating nature of gamma rays. Indeed, all of the above

examples of gammavoltaics have involved thin active regions (sensitive volumes) where charge

may be collected. This is a natural result of using solar cells in some cases (optimised for much

less penetrating radiation) or, in the case of Almaviva et al, because the focus of the work was on

self-powered beam profiling, so thin volume was directly required for higher spatial resolution, and

power output was a secondary concern. This is in stark contrast to the diamond dosimeter found to

act as a gammavoltaic by Dr. Hutson, the 0.5 mm thickness of which was around 500 times greater

than other reported gammavoltaics - presuming that the entire diamond, being homogeneous, was

acting as the sensitive volume. This presumption is tested in this work.

Beyond the simple statement that gamma rays are highly penetrating, the manner by which they

interact with a gammavoltaic is an important consideration on the conceptual level (although its

specifics are left to simulation software) and sets gammavoltaics apart from other radiovoltaics and

photovoltaics. Indeed, it sets some types of gammavoltaics apart from other types, too. This topic

will be treated next.
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ELECTRON-HOLE PAIRS

1.2 Processes involved in the conversion of a high-energy photon to

electron-hole pairs

In all voltaics energy must, ultimately, be converted into a number of low-energy conduction electrons

and holes that are collected at the contacts of the device, and so become device current. The form

which that energy initially takes defines the processes which must take place for conversion to

occur. For gammavoltaics, the processes pertain to how high-energy photons are converted first to

intermediary particles, and those intermediary particles are then converted into a larger number of

conduction electrons. Of course, gammavoltaics which rely on scintillators have a different set of

intermediary processes to those which do not. Only the latter will be considered here. Common to

all voltaic devices is the set of considerations for how conduction electrons are successfully brought

through the device to the contacts, and the sources of inefficiency and energy loss inherent in that

journey.

1.2.1 High-energy photon scattering processes

With the exception of the concept devices of Liakos, photon energies relevant to gammavoltaics

are comfortably bounded by the range 1 - 2000 keV. The portable gammavoltaic candidate Fe-55

undergoes electron capture to Mn-55, emitting x-rays around 6 keV due to internal bremsstrahlung

[46]. X-ray tubes and hard x-ray synchrotron beamlines tend to produce photons in the range of

10 - 300 keV. Am-241, which builds up inside plutonium-based thermoelectric devices in space

applications, decays to an excited state of Np-237 before emitting a gamma photon at 60 keV [47, 48].

The U-235* fission delayed-gamma spectrum, which Náfrádi et al pointed out could be a source

of power in emergency reactor shut-downs [42], sits mostly between 0 - 450 keV, with a broad set

of peaks between 50 - 250 keV [49]. Cs-137, the most prominent and troublesome nuclear waste

isotope, emits a gamma at 662 keV [50]. Finally, Co-60, which is widely distributed around the world

in medical equipment and also a prominent waste isotope, emits two gammas at 1170 and 1340

keV [51]. The range 1 - 2000 keV brackets all these energies nicely on both linear and logarithmic

scales, for the sake of study. This range and the important energies within it are shown in Figure 1.1. I

have taken to calling this range the Gamut, on the basis of both the contemporary meaning of the

word, and its etymology 5. To my knowledge there is no way of testing a gammavoltaic that runs the

full Gamut in a way which is self-consistent, making a piecemeal approach necessary. Of course,

simulation studies are not so bound. Over the Gamut, there are four photon-matter interactions of

importance. These are Rayleigh scattering, photoelectric absorption, Compton scattering, and pair

production in the nuclear field. Of these, all but Rayleigh scattering are inelastic.

Rayleigh scattering will take place when the scattering centres are smaller than the wavelength of

the incident photon [53]. This locates the Rayleigh scattering region in the lower end of the Gamut. A

1 keV photon has a wavelength of about 1.2 nm, whilst the lattice parameter of diamond is 3.6 Å[54].

5Originally from the phrase gamma ut, the musical scale (hence range of wavelengths) starting at gamma, the low G.
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FIGURE 1.1. The Gamut; the range of photon energies between 1 - 2000 keV for which
almost all gammavoltaics are intended. Shown in the figure are normalised energy
spectra for various relevant isotopes; the range in which hard x-ray beamlines at
synchrotrons operate; two example spectra from a tungsten x-ray tube operating
at different source voltages, digitised and adapted from [52]; and, the U235* fission
delayed gamma spectrum, digitised and adapted from [49]. Note that the original data
was on a linear scale, so resolution is poorer at lower energies due to the logarithmic
scale in this figure.

When interacting via Rayleigh scattering, a photon is effectively absorbed and re-emitted by an atom,

leading to no overall energy deposition. Rayleigh scattering may lead to emission in any direction,

but there are emission maxima parallel and anti-parallel to the direction of travel of the incident

photon 6.

In photoelectric absorption, a photon gives the entirety of its energy to an atomic electron, and is

destroyed [56]. Depending on the energy of the photon, the generated electron - the photoelectron

- may either be promoted to an excited state but remain bound to the lattice, or it may escape its

binding. Taking the former case, the photoelectric effect is the mechanism by which conventional

photovoltaics convert the energy in photons into electrons. Taking the latter, the photoelectric effect

is the mechanism upon which x-ray photoelectron spectroscopy is based (see Section 3.2). When

considering photons with higher energies such as x-rays and gamma rays, the absorption of all

this energy by an electron will not directly create a charge-carrying electron as in a conventional

photovoltaic, but rather a "hot" electron, which travels through the lattice ballistically. This is a

beta particle in all but origin, and the device effectively becomes a betavoltaic from an energy

perspective once a photon has been converted in this way. For gammavoltaics which are intended

as portable devices, Rayleigh scattering and photoelectric absorption are the only two processes

6The equation for scattered irradiance has two terms, one of which is proportional to cos2(θ) where θ is the scattering
angle relative to the incident direction [55].
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ELECTRON-HOLE PAIRS

needing consideration, as the comparatively low emission energies of the sources used do not break

through to the next regime - that of Compton scattering.

In Compton scattering, a photon can either be said to give part of its energy to an electron,

or equivalently to be destroyed and to give part of its energy to a secondary photon and part to a

secondary electron [57]. Whereas photoelectric absorption conceivably involves the interaction of a

photon with an entire atom, Compton scattering is associated only with the electrons themselves.

The photoelectric cross-section has a complicated but direct relationship to the material’s average Z ,

whilst Compton scattering is linearly related to q , the number of electrons per atom [58]. For neutral

atoms, q = Z , so this distinction does not matter much. However, it is worth noting that for light

elements, the addition or removal of even one electron per atom can cause q to deviate significantly

from Z . For carbon, Z = 6. To ionise by the loss of one electron thus reduces the Compton scattering

cross-section of a carbon atom by ∼ 18 %. Compton scattering takes place at higher energies than

photoelectric absorption, with there being a crossover region in which both interactions are present.

The reasoning for how a Compton electron must then be treated is the same to how a photoelectron

must be treated - effectively a beta particle. Additionally, and depending on the energy of the incident

photon, the Compton photon may itself go on to interact with the material via either Compton

scattering or photoelectric absorption.

Finally, in pair production in the nuclear field, a photon passing within a certain distance of a

nucleus may spontaneously convert into an electron and a positron [59]. At the energies considered,

the proximity to a nucleus is required by conservation of momentum; the nucleus recoils slightly as

the electron and positron are produced [59]. The threshold photon energy for this process, to first

approximation, is 1022 keV. That is, the combined rest mass energies of the electron and positron,

2mec2 = 2×511 keV. Any additional photon energy is converted into kinetic energy for the electron

and positron. The corollary for this is that while pair production above 1022 keV will create hot

electrons and hot positrons (which behave much the same as hot electrons, albeit with slightly

shorter attenuation paths [60]), electrons and positrons produced from a photon at or near the 1022

keV threshold are quite likely to annihilate, unless external factors such as an electric field are present

to sweep the particles apart. Annihilation leads normally to the production of two photons, each on

average now having approximately half the energy of the incident photon. Little has been deposited

except recoil, and from an energy harvesting perspective, one higher-energy photon has effectively

converted itself into two or more lower energy photons, likely to deposit energy by other mechanisms,

if at all. If annihilation does not occur in such threshold cases, however, some uncertainties arise.

Kinetically the positron ought to behave much as any electron of reasonably low energy would inside

a material, but to my knowledge, it is not known whether under favourable conditions it would act

as a true charge carrier - for example, if it were created in the depletion region of a voltaic 7. The

behaviour of positrons in materials, including semiconductors and diamond specifically, has been

7One may well ask: if an incident photon with an energy of 1022.01 keV undergoes pair production in the nuclear field
of an atom in the depletion region of a voltaic, is the result truly a loose low-energy positron and a 5 eV electron, effectively
just a conduction electron?
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studied and is the basis of techniques such as positron annihilation spectroscopy [61]. However,

to my knowledge, all such research is aimed at material characterisation and not the study of how

positrons may act as charge carriers in an active device. After typically less than 120 ps in a high-

quality diamond [62], and up to 1 ns in a diamond with sufficient internal vacancy space [63], such

positrons will annihilate regardless, and may produce one photon rather than two or more if the

electron involved is tightly bound to an atom.

The National Institute of Standards and Technology in the USA provides a program, XCOM, for

calculating the cross sections for the various photon interaction mechanisms for most elements [64].

Figure 1.2 shows mechanism prevalences based on these plotted over the Gamut for five atoms. The

atoms, C, Si, Fe, Ag and Au, are chosen for their wide range in Z and their relevance to this work

and others. All elements but silicon form major parts of the DGV and test mounting used in this

work, whilst silicon is a good typical case for a semiconductor and is the main material in several

of the works mentioned previously. In all cases, Compton scattering is the main photon interaction

mechanism and dominates for most energies. Pair production only becomes significant at higher

photon energies and higher Z , its prevalence reaching around 10 % in Au at 2000 keV. Gold itself,

as a metal, would not be used for the bulk of a gammavoltaic. However, it forms a major part of

electrical contacts and is likely to be present in appreciable quantities in device housings. Scatter

products may be scattered into the device from its enshrouding housing, and the prevalence values

support the notion that at Co-60 photon energies, gold in contacts and housing may supply small but

notable quantities of positrons to a diamond device. Also notable along these lines is the Rayleigh

scattering prevalence. Rayleigh scattering is an elastic process, and so for the purposes of power

generation, is broadly a detractive effect within the device itself and enhancive in the device housing.

It is therefore encouraging that the Rayleigh scattering prevalence in C is always small, and becomes

more so rapidly as photon energy increases. Doubly encouraging is that for the heavier, housing

elements, it remains comparatively large up to around 500 keV. Whilst the most prominent gamma

emitters emit gamma rays at energies higher than this, the photons produced via Compton scattering

and bremsstrahlung are largely in this range. It can be envisioned that a Compton photon caused by

a 662 keV Cs-137 gamma might escape the device, only to be bounced back in by Rayleigh scattering

from adjacent gold and thence be absorbed.

The crossover between photoelectric absorption-dominant and Compton scattering-dominant

regimes occurs at higher energies for higher Z . On the face of it this is a bad thing for carbon-based

gammavoltaics, as the part of the interaction energy embodied in the Compton photon is more liable

to escape the device than when all the energy is bound up in a secondary electron, as in photoelectric

absorption. This would favour higher-Z semiconductors for gammavoltaic work in which this cross-

over is relevant. In this example, one might favour a silicon or silicon-based semiconductor for

gammavoltaic devices operating with photon energies below about 100 keV, provided they can avoid

radiation damage. However, as is explored in Reference [65] and Chapter 5, this may not be true in an

unqualified sense when the effect of photon interaction on semiconductor electrical properties is
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considered.

For Ag and Au, which are atoms with higher Z , edges begin to show prominently in the photo-

electron absorption behaviour. Whilst this is unlikely to contribute significantly to power output in

devices which are not optimised to exploit the effect, the abrupt nature of absorption edges does

suggest itself as a tool for greater qualitative understanding when devices are tested. Measurements

made either side of an absorption edge may be used to investigate the contribution of enshrouding

metal to power output, or else used as a position of maximum contrast for degradation testing as in

Chapter 5.3.

1.2.2 Electron scattering processes

Of the photon interaction mechanisms, all but Rayleigh scattering produce a secondary electron.

The magnitude of the photon energies considered means that this electron cannot be considered

"promoted" in the conventional photovoltaic sense. Rather, it interacts with the device first as a

high energy particle - like a beta particle in a betavoltaic - before either escaping the device or

gradually losing its energy and becoming a conduction electron. One implication of this relates to
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the external quantum efficiency (EQE), which is the ratio of incident photons to collected electrons.

In a gammavoltaic the EQE may be, and indeed really ought to be, greater than 1. In a conventional

photovoltaic, this is never the case, as a photon may promote at most one electron. For a solar

photovoltaic, the EQE is equivalent to the probability that an incident photon will cause an electron

to be collected [66, p. 7].

Taking high-energy, massive, charged particles in general, interaction mechanisms in solids -

referred to as types of "stopping" due to their retarding effect on the particles - are Coulomb (or

collision) stopping, nuclear stopping, and radiative stopping [60].

Coulomb stopping is the process by which charged particles interact with the electrons in a solid.

The incident particle scatters from atomic electrons, promoting or ejecting them and thus losing

energy in the process [67].

Nuclear stopping, also referred to as Non-Ionizing Energy Loss (NIEL), is a process by which

charged particles lose energy by scattering from nuclei rather than electrons. This may result only in

phonons being generated at the lattice site, or in the atom becoming displaced [68]. Although nuclear

stopping is a dominant degradation mechanism for devices subjected to radiation (for example, solar

cells in space [69]), the contribution to the energy being deposited in any given moment is negligible

compared to that of Coulomb stopping [68]. More attention to damage is given in Section 1.3.2.

Radiative stopping refers to bremsstrahlung, and may occur either when an electron is deflected

by a nucleus (conventional bremsstrahlung), or by an electron (ee-bremsstrahlung) [70]. The radiative

loss experienced by an electron is proportional to the square of the charge of a scattering centre,

be that centre a nucleus or an electron. This means that ee-bremsstrahlung scales linearly with Z

as the number of electrons (i.e. q = 1 scattering centres) per atom increases, whilst conventional

bremsstrahlung increases with Z 2, as the charge of the nucleus of each atom, a single scattering

site, increases [71]. As such, ee-bremsstrahlung is often disregarded, as the effect of conventional

bremsstrahlung quickly dominates. However, this is not appropriate for low-Z materials such as

diamond [60], where the effect of the two is more comparable.

To get a top-level understanding of what happens to electrons which are generated by photon

interactions in the materials in Figure 1.2, another database tool from NIST, ESTAR [72], is useful.

Figure 1.3 shows the total electron stopping, as a percentage of initial electron kinetic energy. It

also shows the portion of stopping attributable to radiative stopping (both conventional and ee-

bremsstrahlung), as a percentage of total stopping. As atomic density is a taken into account in

stopping calculations, unlike the atomic cross-section-based prevalence calculations presented for

photon interactions in Figure 1.2, the diamond form of carbon is specified for electron stopping.

This density consideration is important, because the density of diamond is significantly higher than

graphite (3.5 g/cm3 vs 2.2 g/cm3 [73]) and indeed silicon (2.33 g/cm3 [73]), with silicon carbide, a

radiation-hard gammavoltaic candidate material, falling in-between as would be expected (3.2 g/cm3

[74]). The stopping power of diamond therefore hovers at around twice that of silicon over the energy

range considered. Diamond punches above its weight - or perhaps punches above its Z - for gamma
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capture.

Of the two "device" materials considered, both have stopping power significantly below 100

%/mm for 1000 keV electrons. However, it should be noted that the actual range will be shorter than

this number suggests: the path length requires integrating the stopping power between the initial

energy and the energy at which the electron is considered absorbed, and energies below 1 keV are

not calculable with the methods used in ESTAR to reasonable accuracy [72]. Furthermore, the actual

range will not be the same as the path length, but rather less, due to the fact that the electron will

take a non-linear path through the lattice.

The broad conclusion that may be drawn is that any gammavoltaic device is likely to experience

quite significant losses. Most of these will be out of the faces of the device, given semiconductor

devices tend to be constructed on wafers of about 0.5 mm, and almost always less than 1 mm in

thickness. However, an appreciable quantity of secondary electrons will also escape out of the sides

of the device. One potential solution to this is to arrange devices stackwise rather than panelwise, as

Horiuchi et al did, to catch escaped secondary electrons from one set of faces, contrary to how solar

cells are arranged into a panel. This will feature in this work.

Conversely, of the "housing" materials, Figure 1.3 gives some idea of how significant the contribu-

tion of scatter electrons will be from within the housing: the most adjacent 1 or 2 mm will contribute

almost all of the secondary electron flux into the device; electrons generated elsewhere in the housing

will be re-absorbed by the housing itself.

Radiative stopping is lowest in diamond, being at most 2 %, despite the density of diamond being

larger than silicon. Within the device this is a good thing, as the radiation generated in radiative

stopping is more penetrating than electrons, and is more likely to carry energy out of the device,

leading to inefficiency. Importantly, the energy in radiative stopping is not wholly converted to

radiation; most energy remains with the electron. Thus, in both device materials, the losses from

escaped radiation generated in radiative stopping is small. The proportion of stopping attributable

to radiative stopping is much higher for the "housing" materials.

Ultimately, whilst considerations of the fundamental photon and electron scattering mechanisms

are important for a good understanding of what is going on inside a gammavoltaic whilst it is

operating, a detailed calculation of quantities like energy deposition, which account for exact electron

paths and quantified contributions from device housing, must rely on more sophisticated simulation

techniques. These techniques must simulate the paths of individual incident photons and their

secondary electrons. The simulation technique used is discussed in Section 3.4.1.

1.2.3 Charge transport processes

Once a high-energy photon has interacted (provided it has interacted at all), spawned numerous

interactions where secondary photons and electrons go on to interact themselves, and finally some

portion of its original energy has been absorbed, the end result is that a high-energy photon will have

been converted into many low-energy electrons. This is as far as high-energy physics simulation
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programs will normally go, with the resultant total energy of these low energy electrons being referred

to as the energy deposition, Edep. A threshold energy value is picked, below which electrons are

considered to have been absorbed. However, for these electrons to actually contribute to power

produced in the device, they must be collected as current. Unlike the processes of high-energy photon

and electron scattering, the transport of electrons through voltaics is a key part of conventional

photovoltaic research, as electrons generated individually by many low-energy visible photons are

no different to electrons generated en masse by a smaller number of high-energy gamma photons.

The holes left behind by promoted electrons also act as charge carriers, and have similar but distinct

transport properties to electrons [75].

However, as will be made clear in Section 1.4, there are important differences between the design

of the voltaic presented here and traditional voltaics, or indeed other well-understood devices such as

Schottky diodes or MOSFETs. For this reason, and because the simulations used here do not extend to

it, discussion of charge transport processes will be brief and qualitative here in the introduction, with

a more in-depth treatment given in Chapter 2. They can be grouped thematically into those processes

which inhibit the movement of charge carriers, and those which cause movement. Processes which

inhibit movement are various forms of scattering, such as from impurities, lattice defects, and

phonons [76, pp. 28-30], and recombination, which goes beyond inhibiting motion to stopping it

entirely via annihilation of an electron and hole [76, pp. 40 - 45]. Processes which cause charge-

carriers to move are diffusion and drift [77].

Drift is the process by which charge carriers move in a semiconductor device due to a device-

scale electric field [77] (most commonly due to a bias being applied across the contacts of a device).

Holes move in the direction of an applied electric field whereas electrons move in the opposite

direction. However, as the two types of charge carrier have opposite charges, the effect on the current

magnitude is additive, rather than the two cancelling one another out [77]. For voltaics, the velocity

with which carriers drift is linearly related to the strength of the external electric field, but when

this field is much stronger (for example, the ∼ 1 kV/cm used in Dr. Hutson’s diamond dosimeter),

the relationship will deviate from linear [76, pp. 35-36]. So-called built-in voltages, where contact

between dissimilar materials results in a potential barrier, may supply an electric field, and this is

one possible basis of separating electrons and holes such that they do not recombine in a voltaic,

thus producing current [66, p. 36].

Diffusion, meanwhile, is the process by which charge carriers move from inhomogeneous spatial

distributions towards homogeneous ones due to the repulsive interactions of their own electric fields

[77]. Hence, diffusion is a self-limiting process; diffusion of carriers tends towards an equilibrium

state. For voltaics, the most obvious situation which may lead to a large amount of sustained diffusion

is localised illumination, wherein only a fraction of the surface area of a cell is illuminated whilst

the rest is deliberately shadowed, such as in photoresponse mapping [78]. The creation of a dense

region of carriers leads those carriers to diffuse into regions with fewer carriers [77]. However, for

radiovoltaics in particular, there is another important consideration with diffusion current, and that
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is the penetration depth of various radiations. For example, where entire betavoltaics have been

created, as opposed to voltaic structures being investigated under electron guns, they have a fixed

beta source, such as the Ni-63 electrodes used by Bormashov et al [21]. Beta particles, undergoing

the stopping processes described above, will have a finite range, and will tend to deposit most of

that energy near the end of their journey through the material [60]. As such, betavoltaics will tend to

have perpetually re-enforced, inhomogeneous carrier distributions, meaning diffusion will remain a

particularly relevant process. For gammavoltaics, which may be used to harvest energy from photons

of a range of different energies depending on the application, we have to contend with the fact that

the location of carrier-dense regions will change. Lower energy photons will tend to deposit most of

their energy towards the side of the device facing the radiation, and as photon energy increases, this

deposition location will broaden, before eventually concentrating on the far side of the device.

In the formation of built-in voltages, diffusion opposes drift, and the voltage stabilises as a

result of a dynamic equilibrium between the two processes [66, p. 146]. Because both have a time

dependency, the difficulty of extending high-energy physics simulations to device physics is increased.

Certain aspects of device physics could, in principle, be brought under existing high energy physics

simulations. For example, one could introduce a static electric field to influence secondary electrons,

to mimic the built-in voltage of a contact. Time-dependant features such as drift currents, or Compton

scattering cross-sections changing due to ionisation, are incompatible with Monte Carlo high-energy

physics codes, which are timeless.

The above interaction processes are one half of the gammavoltaic picture. Diamond, the device

material, is the next.

1.3 Diamond as a device material: features, advantages and

disadvantages

1.3.1 The historical context of diamond research

Diamond has of course been known as a gemstone since ancient times, with its identity as a carbon

allotrope guessed obliquely by Newton, who supposed it was "probably an unctuous substance

coagulated" - that is, some solid form of an oil which we would today know to be a hydrocarbon. This

and other interesting facts about the history of diamond in general, from the doubtful translation

status of Biblical passages mentioning diamond to the state of diamond synthesis as it was in 1984,

via contributions made to the field of diamond science by figures such as Lavoisier and Einstein,

can be found in the broad and engaging Diamond by Gordon Davies of King’s College London [79].

Diamond synthesis was a goal pursued for centuries, which finally became possible in 1955 with

reports of the development of the HPHT process by Bundy et al [80] 8. HPHT essentially recreates the

intense conditions by which diamonds are created naturally. For much of its history, HPHT diamond

8It should be noted, however, that the first diamond actually synthesized was the result of work in 1953 by ASEA - but
this was not reported [81].
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suffered from unavoidable nitrogen contamination, much like the majority of natural diamond,

although this has in more recent times been remedied by more advanced versions of the process [81].

Nitrogen is a deep donor dopant in diamond, which limited the usefulness of synthetic diamonds for

devices whilst HPHT was the only option. In 1984, for example, Burgemeister investigated diamond

as a gamma dosimeter material, and to do so, had to find a suitable natural diamond - one which

was very pure - from a collection of several thousand stones which had already been vetted for

the clear colour and other properties associated with a minimal nitrogen and boron content [3].

Additionally, though HPHT can create diamonds which may then be used as substrates for devices, it

is not capable of film-like growth for additional diamond layers, and is too harsh a process for the

purposes of growing diamond onto other semiconductors out of which devices are already made.

Chemical vapour deposition (CVD) of diamond is the alternative. Although some work preceded it,

the advent of CVD as a viable diamond growth mechanism is generally held to be the 1982 work of

Matsumoto et al, who obtained reasonable growth rates and crystal qualities together for the first

time [82]. The commercialisation of the process from that point took several years, with Element Six

producing their first line of commercially-available CVD diamond by 1989 [83]. With CVD came the

ability to grow diamond epilayers for device fabrication, as well as to ensure minimal impurities, and

hence the quality necessary for biased radiation detectors. Thus, although the history of diamond

research stretches very far back, its use as a device material is much newer, and far less developed

than that of several other materials, especially silicon. With this relative lack of development comes a

number of drawbacks, such as its cost and the small attainable wafer sizes.

1.3.2 Diamond devices and radiation

Due to the strength of the C-C bond in diamond (3.8 eV, vs. 2.0 eV for silicon [84]), as well as the low

Z of C atoms, diamond is very radiation hard [85] - one of several superlative material properties

cited regularly in diamond literature. Diamond also has a wide, indirect band gap of ∼ 5.5 eV [86],

which improves the charge collection distance within a device relative to other semiconductors [85].

It is for these reasons that, as previously mentioned, diamond has already been used for alpha- and

beta- voltaics [21, 25], as well as for gamma/X-ray dosimeters and detectors [3, 87, 88], including the

aforementioned Almaviva devices, which form part of the extensive research on diamond detectors

which has been undertaken at University of Rome Tor Vergata [39, 40, 89–92]. Researchers there

have tested their dosimeters under a wide range of radiation types both with, and without, an

applied bias. However, as the spatial measurement resolution of dosimeters is important, the Tor

Vergata group have tended towards thinner sensitive volumes. Their dosimeter has been successfully

commercialised [93, 94]. A lineage of diamond detector research has also been produced by the

RD42 Collaboration [95], which is a collaboration intended to make use of, and serve, the Large

Hadron Collider. Most notably, recent work from the RD42 Collaboration has focused on the use of

polycrystalline diamond [96, 97], as has work from others in the past two decades [98–100]. In one

case, a detector nearly 5 cm in diameter was created [98]. This is significant, as the difference in cost

17



CHAPTER 1. INTRODUCTION

between electronic grade single crystal and polycrystalline diamond is great. Also, large-area growth

is far easier for polycrystalline diamond, with the upper limit for polycrystalline diamond being

fixed at around 100 mm by the physical properties of a microwave growth plasma [101], whereas

single crystals still tend only to be found in sizes of a few square millimetres. Development in this

area for detectors may facilitate polycrystalline diamond gammavoltaic cells in future, in a manner

analogous to how polycrystalline solar cells offer a cheaper, if less efficient, alternative to those which

are monocrystalline [102].

Although diamond is radiation hard, it is not immune to radiation damage. In fact, damage of

diamond by radiation is of interest to at least three groups of researchers: -

1. those using diamond for devices such as the present gammavoltaic cells, for whom damage is

undesirable;

2. those involved in or associated with gemmology, wherein irradiation often increases the value

of diamonds, particularly in those rare cases where it has happened naturally 9, and;

3. those studying fundamental quantum physics, for whom radiation-induced nitrogen vacancies

in diamond have proved fruitful objects of study [105].

Early studies into diamond radiation damage faced difficulties with gamma rays: out of a sample of

52 diamonds, Clark, Ditchburn and Dyer found in 1956 that they could only subject one to gamma

radiation in a comparative study. This was because in the time they had allocated for the work, and

with the apparatus available to them, there was time to damage only one diamond with gamma

rays to the point where colouration was observed. In this time, they were able to colour all other

diamonds with either alpha or beta radiation [106]. The gamma rays employed were Co-60 gamma

rays. Since then, Collins has noted that although the Co-60 treatment remains an effective way of

achieving a homogeneous colouration of diamond - unlike other radiation types which form only

coloured "skins" - the fact that the process takes several months even with the most powerful sources

available means that other techniques are favoured [107]. This is partly because the gamma rays

themselves are not responsible for damage in the main, but rather the Compton electrons produced

when gamma rays scatter [108]. These may knock C atoms out of their lattice sites via the mechanism

of nuclear stopping discussed in Section 1.2.2, but being lower in energy than the incident gamma

ray, are less likely to do so than beta or alpha particles of the same energy as said gamma ray. Beta

particles/hot electrons with less than 180 keV in energy are incapable of causing any damage to the

diamond lattice at all [109], and it may be shown that an incoming gamma ray must have at least

324 keV itself before it may generate Compton electrons of 180 keV or more [57]. Such damage is

also often not permanent; with the combination of energy provided from the initial impact and

9The famous Dresden Green diamond is just such a stone: an appreciable size of 41 ct [103] conspired with its rare
colour to afford it such a great value that shortly after purchasing it in 1741, Augustus II, King of Poland, was unable to
finance artillery for the siege of Brünn [104]. Naturally irradiated, green diamonds are rare, but the Dresden Green has
the particular distinction of an almost homogeneous colour throughout. This, rather than colour in patches around the
surface, is likely to indicate gamma irradiation specifically.
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FIGURE 1.4. A Venn diagram of a sample of metals which have been investigated in the
literature for use as low-barrier [110–134] (orange) and high-barrier [21, 22, 25, 131,
135–155] (blue) contacts to diamond. "BDSi" here refers to B-doped Si, and sp2 to
controlled damage which converts diamond sp3 bonds to graphitic sp2 bonds. A table
of references for contacts and their properties can be found in Appendix A.

thermal energy from the environment, C atoms which have been knocked out may migrate back to

their lattice sites [108]. Of course, this resistance to damage and colouration is a good thing from

the perspective of attempting to create a gammavoltaic device. One final distinction which must be

made is that, although the changing colour of a diamond is directly caused by lattice damage, optical

change and electrical change are not necessarily linked in a straightforward manner, and it is the

latter that is of importance.

1.3.3 Electrical contacts to diamond devices

Every device must have electrical contacts, and often the precise properties of these contacts are

crucial in determining the capabilities of that device, even though those properties may be decided

by less than ten atomic layers where the device material meets the metal. At this interface, the

energy levels of the two materials must meet to maintain the conservation of energy, and the charge

redistribution that happens near the surface to facilitate this is conceptualised as those energy bands

bending. Where the bands bend, a potential barrier - a barrier to charge carriers - is formed. Whether

or not this is good or bad is dependent on what role the contact is intended to perform.
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According to fundamental or early semiconductor theory [156], the height of the potential barrier

(Schottky barrier height, φB) created at the interface between a metal and a semiconductor should

depend solely on the choice of metal, or more specifically, the electron affinity XM of that metal.

An explanation of this theory is usually given in textbooks (see, for example, Sze [76, p. 135-139]).

However, as discussed for example in the in-depth 2014 review by Tung [157], there is a significant

discrepancy between this fundamental theory, which is based purely on the physics of energy bands

within materials, and the measured reality, which may be perturbed from the ideal case or even

deviate entirely from it. This may be due to physical reasons such as interface states caused by the

abrupt breaking of crystal symmetry at the surface, or surface roughness. It may also be due to

distinctly chemical reasons, such as solid-state reactions between the semiconductor and the metal,

or reactions with terminating species that may be present on the order of a few atomic layers, picked

up by contact with ambient air or laid down intentionally by researchers. Experimental work has

allowed the definition of the parameter S, according to

(1.1) S ≡ dφB0

d XM
,

where φB0 is the Schottky barrier height measured at 0 V bias [76, p. 144]. For the ideal case, S = 1.

By measuring the same semiconductor with different metal contacts on it, S can be determined for

that semiconductor. Whilst for some semiconductors, S ≈ 1 and the ideal theory holds, for many

semiconductors, it has been found that S ≈ 0, meaning that the ideal theory barely applies at all

[158]. Ultimately this was found to be related to the covalency of a given semiconductor, which can

be presented in terms of the difference in electron affinities, ∆X , of the various atomic species in

the semiconductor. Higher ∆X means the bonding in the semiconductor is more ionic, whereas a

lower ∆X means the bonding is less so, with ∆X = 0 indicating the semiconductor only contains

a single element, such as Si or diamond, and the bonding is purely covalent. A sample of relevant

literature, in which groups have been looking to either minimise or maximise the φB of contacts on

diamond, is shown in Figure 1.4. The group of metals which has been tried for both low- and high-

barrier contacts is larger than either group alone, as might be expected in light of the S parameter for

diamond.

1.3.3.1 Low-barrier contacts

There is a fairly large number of parameters now known the be important when investigating metal-

semiconductor contacts. Papers which use a metal for a high-barrier contact will tend to focus directly

on measuring barrier height, whereas papers investigating metals for low-barrier contacts will tend

to focus instead on the contact resistivity. This is because a low-barrier contact will often be intended

as an ohmic contact - a contact which has a linear I -V relationship and which behaves as though

there is no interfacial potential barrier. That said, a low-barrier contact need not necessarily be ohmic

to do jobs usually delegated to ohmic contacts. Often, as long as a contact allows enough charge

carriers to the rest of the device for it to function effectively, whilst avoiding creating a built-in voltage
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great enough that it disrupts the effects of intentional built-in voltages elsewhere in the device, that

is enough [159, p. 99]. Literature would suggest that approaches to creating low-barrier contacts on

diamond can be broadly split into the following typology: carbide-based, damage-based, solvating,

and hydrogen-based.

The ohmic contact technology which is most generally used for diamond, and capable of achiev-

ing the lowest contact resistances, is the annealed carbide-based ohmic contact. These contacts

contain anywhere from one to three metals. The diamond-facing metal must be chosen such that

it reacts with the diamond at the interface when annealed, to form a carbide. The other layers,

should they be used, perform functions to protect the functioning of the first layer as an electrical

contact. By far the most common example of a carbide-based ohmic contact is the Au/Ti contact

[111–113, 117, 120, 121, 124]. The titanium layer is usually between 10-50 nm thick, and the gold layer

100 nm or thicker. The literature reports widely varying gold thicknesses, which to my knowledge go

as high as 1200 nm [124], but the main consideration for this choice is the thickness required for sub-

sequent tests. If the barrier height is to be probed by tools such as x-ray photoelectron spectroscopy,

the gold layer must be as thin as possible, so that photoelectrons can escape to the spectrometer. For

experiments conducted purely to establish a contact resistivity, thicker layers are required, but they

need only be thick enough to withstand the mechanical stress of scratching by probes during testing.

For device fabrication, the layer must often be thicker to accommodate gold wire bonding. In any

case, the primary function of the gold layer is to form an inert seal around the titanium to prevent

a titanium oxide layer forming on the side opposite the diamond. The layers must be deposited

without breaking vacuum. Using this method, contact resistivities of the order of 10−7 Ω cm2 have

been achieved [121, 126]. This type of contact has been under investigation since at least the 1980s,

when Moazed et al reported quasi-ohmic behaviour for it [129, 160]. As well as gold, contacts are

sometimes fabricated with a platinum layer between 10-50 nm thick, in an Au/Pt/Ti configuration

[110, 114, 118, 119, 125, 126]. When used, platinum serves as a diffusion barrier; annealing or operat-

ing at high temperatures can otherwise cause titanium to migrate through the gold [117], leading to

greater contact resistivities and lesser ohmic behaviour.

It is also fairly common for researchers to test contacts that rely on other carbide-forming metals.

Work has been undertaken on molybdenum [111, 112, 115, 116, 130], which tends to approach

titanium in effectiveness, by achieving contact resistivities as low as 10−6 Ω cm2. Tantalum-based

contacts have been reported with resistivities of the order of 10−5 Ω cm2 and higher [125, 128], as

have alloys of titanium with tungsten [112, 124]. The general impression that these results give is

that, provided a carbide layer forms, the particular carbide-forming element is not so important.

Molybdenum and tungsten are both often used to make deposition equipment and so are less

suitable than titanium, the latter having a lower melting point. Vanadium, another logical option, has

both a high melting temperature and is relatively untested. As such, titanium remains the metal of

choice for carbide-based ohmic contacts. A 1994 paper by Nakanishi et al [115] included an in-depth

study which, among other things, investigated the effect of annealing status on contact resistivity
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in titanium- and molybdenum-based contacts. The study corroborated the suggestion that it is the

carbide layer, and not the specific metal, that allows annealed contacts to work; after annealing,

molybdenum and titanium contacts behaved, to all intents and purposes, identically.

Damage-based contacts are contacts made by inducing some of the diamond sp3 bonds at the

surface to break, whether by chemical or physical means. Two papers by Tachibana, Williams and

Glass in 1992 [122, 123], investigated the dependence of contact resistance on interface damage. The

first focused on gold as an ohmic contact, and the second on titanium. The distinction being made

was that gold and titanium sit at opposite ends of the spectrum in terms of carbide formation. Gold

is extremely unreactive, being bound to the surface only by Van der Waals forces [127]. Gold contacts

were rectifying, regardless of annealing. Titanium, on the other hand, forms a carbide fairly easily:

annealing temperatures as low as 200°C have been qualified [125]. Tachibana, Williams and Glass

used x-ray photo electron spectroscopy to show convincingly that the gradual approach to ohmic

behaviour with annealing temperature was directly related to the formation of a titanium carbide

interface layer. However, they also showed that in-situ cleaning with argon-ion sputtering could

also create ohmic behaviour. The onset of titanium carbide formation was also lowered, from over

400°C to 140°C, and provided only minimal improvement in the I -V behaviour of the contact when

the surface was pre-damaged in this way. Interestingly, when gold deposition was preceded by a

sputter-cleaning step, this also allowed ohmic contacts to be formed. As gold does not form a carbide,

this further isolated the sputtering damage as a route to ohmic behaviour. The caveat, however, was

that annealing these gold contacts led to them reverting to rectifying behaviour, suggesting that the

contacts were unstable. The suggestion from these papers is that, although carbide-based contacts

are the most important class of ohmic contact for diamond, they may actually be a subset of contacts

based on damage formation, with the carbide layer acting more as a type of chemically-induced

surface damage than as true interlayer - that it is not the electrical properties of the titanium carbide

itself, say, that matters. Diamond detectors have occasionally employed damage-based contacts, with

the natural diamond dosimeter of Burgemeister’s study using graphetised edges as contacts. This

technique is increasingly of importance with the advent of laser-induced pillar contacts, which may

be created throughout the thickness of a diamond by altering the focus depth of a laser [161–163],

or even, most recently, in a highly-controlled mesh pattern by vertical and horizontal control of the

laser [164].

Solvating contacts are not a large class of diamond contacts. Similar to how carbide-based con-

tacts appear to operate through very localised disruption to the diamond lattice, solvating contacts

operate through the use of the small number of materials which may dissolve in diamond in solid

state reactions. By dissolving slightly into the diamond lattice, they induce localised disruption. Pd

and Co were both tested alongside carbide-based contacts by Yokoba et al in 1997 [116], and found to

be passable ohmic contacts, but not on a par with carbide-based contacts. Others have have found

much lower resistivities since by combining Pd with a hydrogen termination [133, 165].

Hydrogen-based contacts, in some sense, take the opposite approach to carbide-based contacts.
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They more or less only rely on physical, not chemical, principles. A hydrogen-terminated diamond

surface has a negative electron affinity (NEA) [153, 166–168], which is to say that it is energetically

favourable for conduction electrons to be emitted from the surface. By the deposition of a noble

metal, or at least an unreactive metal, directly onto the hydrogen termination, hydrogen-based

contacts aim to preserve this NEA and use it to create a contact with either a low or no barrier

[120, 134], or even a negative barrier [132, 133, 165, 169].

Hydrogen-based contacts have several things to recommend them: they are capable of low

resistivities and may even add to, rather than subtract from, the potential created by the high-barrier

contact; they are a relatively simple system; they require no annealing; they involve no direct reaction

with, or into the diamond surface itself, leaving the crystal less damaged than carbide based contacts

for recycling purposes. However, they have a fatal flaw: the adhesion of hydrogen-based contacts is

poor [127, 128], probably due to the fact that no reaction with the diamond surface takes place. Just

as with other diamond surface configurations, between the gold and hydrogen atoms, there are only

Van der Waals forces, which may be more easily overcome by mechanical forces than the chemical

bonds in a diamond-TiC-Ti interlayer system.

1.3.3.2 High-barrier contacts

Where work has sought to create high-barrier contacts on diamond, it is typically the case that

researchers are looking to create Schottky diodes, in which a device may be optimised to increase

rectification whilst decreasing resistance and voltage drop. It is not necessarily the case that a perfect

Schottky diode (e.g. of high quality according to some metric like Baliga’s Figure of Merit (BFOM)

[170]) will create a perfect radiovoltaic, as voltage drop and in-built voltage are related and may be

essentially the same quantity. Increasing the built-in voltage may therefore dominate the design

process of a radiovoltaic, rather than rectification. However, as a rule of thumb, contacts successfully

employed in Schottky diodes can be expected to work well as high-barrier contacts in a radiovoltaic,

much as ohmic contacts relate to low-barrier contacts.

Although many of the same considerations prevail for the creation of Schottky contacts as for

ohmic contacts, the process of choosing a contact recipe is significantly eased by an inspection

of the literature. Figure 1.5 shows literature barrier heights achieved with different contact metals

and surface terminations. Dopant concentration under the contact, not shown in the plot, changed

by orders of magnitude across the literature. It is clear that surface termination is the primary

determinant of the barrier height on diamond for high-barrier contacts. Hydrogen-terminated

substrates yield the lowest barrier heights, as is expected from the discussion of ohmic/low barrier

contacts. Oxygen-terminated surfaces will tend to create contacts with barriers with a fairly broad

spread around 1.2 eV, and fluorine- and nitrogen-terminated surfaces, whilst less represented in

literature, appear to populate a rank of contacts with barriers higher than oxygen. Those designing

Schottky diodes are more constrained in their choice of metal from this point, as surface chemistry

must be taken into account to allow further processing to reduce the built-in voltage [135]. However,
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 F 

Material in Contact

FIGURE 1.5. Barrier heights attained for a range of metals and terminations with Schottky
contacts in literature [21, 22, 25, 131, 135–155]. A table of references for contacts and
their properties can be found in Appendix A. "Clean" in this context refers to surfaces
not intentionally terminated.

for radiovoltaic design, a metal and termination combination can be chosen solely on the basis of

external factors such as cost, availability, and environmental impact.

1.3.4 The surface transfer-doping effect

A final - but for the purposes of this work, crucial - property of diamond, is its ability to exhibit surface

transfer doping. As a phenomenon, surface transfer-doping is best-known in diamond, although sim-

ilar effects have been seen in gallium nitride [171], another wide-bandgap material. It is also exploited

for other carbon-heavy materials such as graphene [172–174] and organic semiconductors [172, 175].

The most basic form of surface transfer doping in diamond was seen first in natural diamonds [176]

and then synthetic diamonds [177] in 1989 by Landstrass and Ravi, but the mechanism by which

it occurred remained controversial for at least the next decade [178]. A bare, hydrogen-terminated

diamond surface is conductive in air, with a resistance that varies with the coverage of terminating

hydrogen, θH, and of the adsorbed layer of water vapour, θH2O, which activates the hydrogen sites

[179] - although recent studies have suggested that more complex chemical mechanisms mediated
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by adsorbed water are responsible, and not the water vapour alone [178]. This creates a low-resistivity

two-dimensional hole gas (2DHG) [167, 178, 179]. That is, with a full hydrogen coverage and in

suitable circumstances, holes form at the diamond sub-surface and become delocalised in the two

dimensions parallel to the surface, whilst remaining tightly localised, to within a few nm, in the

dimension perpendicular to it [178, 180]. A band diagram illustrating this process is shown in Figure

1.6, adapted from [178]. The electrons removed into the adsorbed molecules are, if not static, then

much less mobile. The surface transfer doping effect is made possible by the negative electron affin-

ity of diamond because, as the band gap is constant, the diamond conduction band minimum Ec

being so far above the vacuum energy Evac leads the diamond valence band maximum Ev to also be

unusually high in energy. Specifically, higher in energy than the chemical potential of the air, µair.

Thus, when the adsorbates from the air and the surface of the diamond exchange charge to reach

equilibrium, the Fermi level of the diamond, EF, is below Ev at the surface. It should be noted that the

precise location of EF within the band gap, although well-defined in doped diamond, becomes a bit

more questionable in very pure diamond, which is an insulator at room temperature. On the other

hand, states exist at the surface which do not exist in the bulk. It remains the case that the surface

transfer-doping mechanism is found on pure diamond. The small region of the valence band above

EF becomes conductive in the two dimensions parallel to the surface.

Although adsorbed water vapour was the first adsorbate studied for hydrogen-terminated dia-

mond - largely because its presence was not at first understood to be relevant - any adsorbate may

in principle be used, provided the energy of its lowest unoccupied molecular orbital is below the

valence band maximum energy of the hydrogen-terminated diamond [172]. This has led to successful

surface transfer doping of diamond with other materials, with fluoro-/fullerenes being well repre-

sented in both theoretical [181–183] and experimental studies [184, 185], as well as various gaseous

environments [186], most prominently those of nitrogen dioxide [187] and nitrogen [187–189]. To my

knowledge, these latter options have shown the highest sheet conductivities of any with hydrogen-

terminated diamond. However, as surrounding devices with gases is not always a practical solution,

solid-state alternatives have been sought in the form of transition metal oxides. High-electron affinity

metals such as tungsten trioxide [190], vanadium pentoxide [191], molybdenum trioxide [192, 193]

and rhenium trioxide [190] have all been shown to replace the need for water vapour in the trigger-

ing of surface transfer doping whilst simultaneously granting much greater stability, with thermal

stability extending to several hundred degrees Celsius. All of these oxides bar that of rhenium were

compared, along with niobium pentoxide, in a 2016 work by Verona et al [194], which showed that

the work function of these oxides was linearly related to sheet hole concentration, and thus directly

to sheet conductivity, with higher work function oxides allowing greater conductivity.

Surface transfer doping, despite its increasing study in other materials, remains particularly of

interest in diamond because of its dramatic nature: the conductivity of the surface may readily be

increased by ten orders of magnitude by a full hydrogen termination in air, and in tandem with

the aforementioned nitrogen dioxide environment, increased a further three orders of magnitude.
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FIGURE 1.6. A band diagram of the surface transfer doping effect of hydrogen-terminated
diamond in air, adapted from [178]. In (a), the energy bands are shown as idealised
values as if prior to an instantaneous adsorption of atmospheric water. Adsorption
leads to (b), in which the 2DHG forms where the valence band is pulled over the Fermi
level by electron transfer, due to the chemical potential of the surface adsorbates. The
2DHG has its longest dimension perpendicular to the page, which corresponds to the
two directions parallel to the surface. The diagram is to scale in energy. Regarding
thickness, the 2DHG is a few nanometers thick.

Further information on surface transfer doping in diamond can be found in the 2021 review by

Crawford et al [178].

With the peculiarities of diamond discussed, as well as the various mechanisms that lead a

gamma ray to become a population of collected conduction electrons in a gammavoltaic, I will turn

now to how these principles were used to adapt Dr. Hutson’s dosimeter into what was hoped to be a

more potent and practical gammavoltaic cell.
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1.4 Principles and design of the presented diamond gammavoltaic cell

A fundamental problem in the design of a DGV is the correlation between gamma ray capture

cross-section, σ, and series resistance RS. Gamma photons are very penetrating, and diamond is

highly insulating [86, 195]. In a pseudo-vertical Schottky diode structure, such as those used in other

diamond radiovoltaics and in the Tor Vergata detectors, increasing the sensitive volume in order

to capture enough gamma photons to power external circuitry would lead to unacceptable device

resistance, and hence also prevent the device from generating enough power. Dr. Hutson’s dosimeter

showed that this thickness concern was maybe not so important as it would seem at first for electronic

-grad diamond, whether that be due to radiation-based resistance decrease, large diffusion lengths

due to crystal quality, or small quantities of surface hydrogen contamination, but it remained the

case that the device was producing only a small amount of power under intense radiation. A novel

solution to this problem, presented here and in published work by myself and colleagues [65], is

to further reduce the coupling of thickness and device resistance via exploitation of the surface

transfer doping effect. The thickness, radiation hardness and collection distance of the bulk is used

to capture gamma rays and scatter showers of lower-energy electrons and photons towards the

surface. Of these, those which are captured create even lower-energy conduction electrons and holes.

Holes which reach the surface, and hence the 2DHG, are collected as current. The majority of the

current is expected to flow around the surface rather than through the bulk although, as previously

mentioned, there was a hypothesis that greater hydrogen termination may act as a greater catalyst

for resistance reduction in the bulk, too. The problematic coupling between capture cross section

and series resistance is thus reduced. Figure 1.7 shows the principles of this solution, by comparison

to the two other possible candidates. For this first iteration, the crystal type was kept the same as

in the dosimeter: detector grade, ultra-pure, 0.5 mm thick single crystal. This was for three reasons:

to keep the gammavoltaic reasonably close to the dosimeter design in order to trace the benefits of

any alterations made, to retain the good charge transport properties of such detector grade crystal,

and to keep the parameter space for device design small. Detector grade diamond is about as close

as it is possible to get to an idealised diamond crystal, and so its use minimises the relevance of

parameters like dopant concentration, defect density and (poly-) crystallinity that would otherwise

need to be controlled for. The use of this type of crystal did come with some difficulties, however (in

addition to cost per sample). The good charge transport properties are to some extent too good: they

match those of the diamond dosimeter, but being grown by proprietary means by a company who

are expert in diamond growth, the charge transport properties exceed those which might be expected

from a research group growing devices themselves. The Element Six electronic grade diamond is

specified to have a carrier lifetimes of around 2000 ns and carrier mobilities in excess of 2000 cm2

V−1 s−1, meaning carrier diffusion lengths in excess of 100 µm. This value is significant compared to

the 500 µm thickness of a DGV cell10, and some contributions to the current from the DGV acting in a

10It should be noted that diffusion lengths of this size are not always found in diamond devices even when single crystal
is used - c.f. a 2016 report of 34 [196] and a 2010 report of 2 µm [197].
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(a)

Low σ, lower RS

→ low power.

(b)

Higher σ, high RS

→ low power.

(c)

Higher σ, lower RS

→ higher power.

FIGURE 1.7. Three possible designs for a DGV device, in which boron-doped diamond is
represented as blue, intrinsic or low-doped diamond in beige, electrons and holes as
blue and red arrows respectively, ohmic or low-barrier contacts as yellow, high-barrier
contacts as orange, and a hydrogen-terminated surface as pink. (a) is a standard
pseudo-vertical Schottky diode, such as is suitable for diamond alpha- and beta-
voltaics, (b) is a similar device with a much thicker intrinsic region. (c) is the design
tested in this paper, in which the resistance of a thick capture volume is bypassed by
allowing current to travel around the surface of the device.

conventional sense - i.e. as it would without hydrogen termination - may therefore not be negligible.

I did not give proper weight to this when undertaking this work, and only compared devices with and

without partial hydrogen termination in one experiment (see Chapter 4). This experiment appeared

to me to confirm the design choice at the time, but the reader should note this issue nonetheless.

The influence of the surface treatment can also been seen in Chapter 6, in which ambient humidity

changed over the course of the experiment and was measured.

Surface encapsulation, such as with the transition metal oxides, was not attempted in this work,

though it is anticipated that it will form an important part of future development.

Figure 1.7 also makes reference to high-barrier and low-barrier contacts. By using different

contact recipes to introduce a larger potential barrier mismatch, an intentional in-built field could

be created. This was a natural choice, as Schottky-contact-based voltaics are very common. The

choice of contacts had to be made on the basis of several factors. The disadvantage of carbide-

based, damage-based, and solvating contacts is that, by their very nature, they damage - or at least

alter - the diamond surface they are formed on. If the DGV concept involved cheap, thermal-grade

polycrystalline diamond, this would not be a problem, as each substrate could be treated as single-

use. However, there are only so many detector-grade diamonds that can be obtained before financial

concerns make themselves apparent. The option to return crystals to their prior state so they could

be re-used was needed. A hydrogen-based low-barrier contact would have met this criterion, but

the adhesion issues ruled this option out. With the four reviewed contact types all suffering in one
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way or another from attributes that made them unsuitable for their use in cell development, an

alternative was needed. 80/20 nichrome was suggested 11, as a common alloy of nickel which has

been shown to display ohmic behaviour [121] but which suffers poor adhesion [111], and chromium,

which does not suffer from adhesion issues but which is more liable to form high-barrier, rectifying

contacts [116, 136, 148, 150]. It should be noted that the literature is not unequivocal on this issue,

with at least one paper suggesting both metals can attain good adhesion and that in fact, chromium

forms a lower barrier, with poorer adhesion, than nickel [154]. Nevertheless, in a simple two-pad I -V

measurement on a home-grown boron-doped epilayer, 80/20 nichrome on an oxygen-terminated

surface was found to produce an ohmic contact with good adhesion and no need for annealing. As

the metal was bonding to the surface oxygen rather than the diamond, contact removal could be

accomplished with ease with commercial etchant solutions, and the diamond returned so far as

possible to its original state.

For the high-barrier contact, an oxygen-terminated contact recipe was chosen for the following

reasons: oxygen-terminated Schottky contacts are well-attested in literature whereas nitrogen and

fluorine terminated contacts are less so; the comparative difficulty of striking a nitrogen plasma in

the equipment available (see Section 3.1), and; the possible environmental damage which may be

caused by failing to properly control a sulfur hexafluoride plasma for fluorine termination in said

equipment 12. From this point, the obvious metal choice was aluminium, which is both well-attested

due to having been investigated for betavoltaics [22], cheap, and abundant.

1.5 Research outline

In this introduction I have outlined the existing literature on gammavoltaic devices, the processes by

which gamma rays are converted to conduction electrons and hence power, diamond as a device

material, and the principles and design of the DGV presented in this work. As context for the DGV

design, I have provided some history to explain why the cell in this work is so unlike a normal voltaic

in its structure.

What emerges from a survey of the existing gammavoltaic literature, in combination with an

understanding of the various applications gammavoltaics have been envisaged for, is that for any

gammavoltaic to move beyond the lab and become a successful piece of technology, it must move

through three phases. To aid research efforts both within and between research groups, it must also

address two ancillary topics. Together, these five factors form the framework that I use in this work

11Prof. Neil Fox, private communication
12Sulfur hexafluoride has a global warming potential 23,900 times greater than carbon dioxide over a 100-year period

and 32,600 times greater over a 500-year period [198]. Based on Government data [199], a good rule of thumb is that each 1
sccm of sulfur hexafluoride leaked or vented has the same global warming potential as the emissions of an average 2021
UK petrol car over 1 km. With oxygen available as a quite serviceable alternative, a standard flow rate of 10 sccm being
used (see Section 3.1), and normal lab work invariably involving aborted runs, vented chambers, leaks and the like, I did
not consider the use of the SF6 option justified for this first iteration of the cell.
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Device 1 Device 2 Device 3
Performance Induced current 1

µA
PMPP = 30 nW PMAX density = 3

pW/cm2

Irradiation 10 cm from an x-ray
tube

750 Gy/h Si KERMA,
30 keV

100 rem Co-60

Cell dimensions 5 × 5 × 0.5 mm 25 cm2 + scintillator irregular
Degradation Not measured 0.03 %/Gy Some after six

weeks

TABLE 1.1. The reported properties of three fictional gammavoltaic devices, inspired by the
literature, to illustrate the difficulty of comparison.

to clarify things. The ancillary topics are comparability and accountability. The three phases are

capability, applicability, and longevity.

Comparability is to do with the wider experiments and the way they are reported, as much as

it is to do with devices themselves. It is the ease with which the performance of a device may be

compared against others in the literature. There is no standard of comparison for gammavoltaics, and

finding precedent in the literature is hard. This is not at all to do with the quality of research, but a

natural result of experimental and social circumstances, such as the mixture of old and new radiation

units, occasional lack of reported device dimensions or ambiguity thereof (is a scintillator part of a

device for power density purposes?), the different types of dose, and the fact that the environment in

which a cell is tested is normally not mentioned. For illustration, consider the fictional comparison in

Table 1.1. In this work, for the sake of comparability, one set of measurements was made over a range

of dose rates of Co-60, with those dose rates measured in air KERMA. Co-60 was used as it appears to

be the isotope with the best balance of availability to other researchers, and similarity to the gamma

makeup of a waste store. Air KERMA was chosen because it is not specific to the device material

and may be readily converted to the old unit of Roentgens. It is also the measure suggested by the

International Atomic Energy Agency for referencing in photon fields [200]. Because both volumetric

and areal power output density are important for gammavoltaics, I suggest two figures-of-merit

that may be of use to gammavoltaic researchers going forwards: Co-60
100 P, the volumetric maximum

power-point density under a 100 Gy/h air KERMA dose rate of Co-60 radiation, in nW/cm3, and Co-60
100 p,

the analogous areal quantity, in nW/cm2. These figures-of-merit are intended to allow comparison

between devices in experiments that are physically comparable to deployment conditions without

placing unrealistic demands on researchers, as Co-60 sources are among the more readily available

and 100 Gy/h is both a reasonable and accessible dose rate. Where the same Fraktur notation is used

in the work, it is always intended that the dose-rate number be in Gy/h air KERMA and the power in

question be the PMPP, not the PMAX. The notation may still be of use to future researchers even if the

comparability standard is not, for example if lower-energy portable gammavoltaics attracted more

attention and a figure-of-merit like Fe-55
1 p became more useful.

Accountability is the degree to which the performance of a device is understood. At least in
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principle, this may sit anywhere from the top-level assertion that a device has produced electricity

in a gamma field because of its voltaic structure, through semi-quantitative conclusions about

scattering mechanisms and internal reflection, all the way to a precise match between a simulated

I -V curve and a measured one. As previously mentioned, to my knowledge there is currently no

software available that could bring accountability to the highest level of precision and accuracy. This

work started on the back foot in terms of accountability because the gammavoltism exhibited by

the dosimeter which the device was based on was not understood. GEANT4 simulations were used

to provide accountability so far as high-energy physics was concerned; device modelling was not

attempted due to a lack of information about specific, important electrical properties in the device.

Experiments reported in Chapters 4 and 5 were undertaken to increase accountability.

The two ancillary factors are relevant at each of the three phases. The three phases seem, usually,

to arrange themselves in the same order.

Capability is the first phase. A device must prove that it has the capability to act as a gammavoltaic.

Obviously, all devices which appear in the literature so far have acted as a gammavoltaic in some

capacity, and so at time of writing it could be said the publication bias for this factor is at or near

100 %. The difficulty is usually in the comparison of capability and the setting of a threshold. To my

knowledge, no work on gammavoltaics has set a goal against which to measure parameters like IMPP,

VMPP and PMPP (see Section 2.1.4 for descriptions of these parameters) as they relate to requirements

in real circuits. In this work, the values of 4 V and 200 nA, from the EH300 Linear Device energy

harvesting chip [4], were used, on the understanding that suitable circuitry can convert voltage

to current and vice versa at need, and that devices could be combined in series or parallel if the

performance of a single cell did not fall too far short of these values. Devices therefore had their

capability measured against an 800 nW capability benchmark.

Applicability moves from the question of whether the gammavoltaic can be induced to produce

a given output at all, to whether it is capable of producing that power output in circumstances

applicable to its intended application. For example, a device may produce far more power under a 50

kV x-ray tube than under the mix of 662, 1170 and 1340 keV gamma rays it is intended to work with in

a waste store. Experiments reported in Chapter 6 address applicability using a wide range of dose

rates from Co-60 and Cs-137 gamma rays. The quantities Cs-137
1000 P and Cs-137

1000 p are of interest here as

benchmark values for the waste store application this work is aimed at.

Longevity, finally, is the ability of a gammavoltaic cell to withstand the radiation it is placed in.

Ultimately, the best longevity tests are done in the same circumstances used for the applicability test.

In short, it must be able to withstand the strains of its intended application. Longevity is a particularly

strenuous hurdle, because gammavoltaics may be intended for deployments that last many years

and involve high dose rates. Longevity is addressed by an experiment in Chapter 6, using a dose rate

of 1,350 Gy/h Cs-137 gamma rays for several weeks, to a total dose of 800 kGy.

So, to summarise the above in the order they will appear, the next two chapters will be devoted to

a more in-depth discussion of some pertinent theory and of experimental methods. After that, the
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three results chapters report on the following research questions: -

• Chapter 4 is a capability and accountability chapter, which will test a single-celled DGV both

with and without a hydrogen termination under irradiation from an x-ray tube, to test the

principles of the design and to get a first handle on the power generating capabilities of such

a cell. It also includes an x-ray photoelectron spectroscopy study, performed to measure the

hydrogen coverage attained by the fabrication methods used. The research questions are: Can

a hydrogen termination truly perform the role envisaged, of allowing a design like the present

one to work? If so, given standard hydrogen termination processes cannot be used in this

design, how much hydrogen has been successfully laid down on a device that proves itself?

• Chapter 5 is a pure accountability chapter, in which two synchrotron studies are presented.

One study is paired with a high-energy physics simulation in order to attempt to validate

that simulation, so that it can be used with some confidence in later experiments to separate

high-energy effects from electrical effects. The second probes the photon energy region in

which photoelectric absorption cedes dominance to Compton scattering, to investigate what

effect, if any, that has on the electrical properties and performance of the DGV. The results are

compared to what the simulation predicted. The research questions are: What effect might

changing photon interaction mechanisms have on a DGV, given Compton scattering is unique

to gammavoltaics? How far can we get towards simulating the system, looking only at particle

physics simulation?

• Finally, Chapter 6 is all about isotope experiments for addressing comparability, applicability

and longevity. For this chapter, except for the longevity experiment, a triple-celled DGV was

used instead of a single-celled one for the sake of higher power outputs. The longevity experi-

ment kept the single-celled DGV design of previous chapters in order to keep the parameter

space as small as possible. The research questions are: How much power can be produced

under realistic dose rates, of realistic photon energies, with an early, multicell prototype? How

does changing the dose rate over several orders of magnitude affect device performance?

Finally, how long might a single cell last under such conditions?
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THEORY OF PHOTOVOLTAIC MODELLING AND CURVE FITTING FOR THE DGV

T
his work draws on several sub-disciplines, and unfortunately this breadth has necessarily

been achieved at the cost of some depth in each. This chapter is an attempt to give a better

underpinning from a photovoltaic theory perspective. It will first give an overview of the

band theory of a silicon pn-junction based solar cell under illumination for visible photons, before

covering the equivalent circuit of the same. It will then cover Jain and Kapoor’s [201] use of the

Lambert W function to derive an explicit I -V relation for such an equivalent circuit when parasitic

resistances are included. Following this, it will provide a concept band diagram for the DGV based on

measured parameters from the literature which, whilst not fully developed, is sufficient to construct

an equivalent circuit for the DGV called the opposing-diodes model. Some derivation will then be

presented which uses the Lambert W function to find a single implicit I -V fitting function for this

model, as well as an explicit V -I function. Turning to the fitting process itself, the chapter will discuss

the theory of orthogonal distance regression and why it was used instead of ordinary least squares.

Finally, it will discuss the theory of the Kolmogorov-Smirnov test used to assess fit quality, and why it

was used instead of the reduced chi-squared fit statistic. As a theory chapter, this chapter heavily

references certain longer works by page(s): Nelson’s The Physics of Solar Cells [66], Sze’s Physics

of Semiconductor Devices [76], and the work of Boggs [202, 203] and Zwolak [204] on orthogonal

distance regression.

2.1 pn-homojunction solar cells

2.1.1 Forming a junction

The energy band diagram of a pn-junction is often presented with the p- and n-type layers first

artificially separated in space, such that they may be considered as distinct, electrically isolated
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crystals, with the energy bands taking their bulk values. In the case of the two layers being formed of

the same material (a homojunction), this means the two crystals will have the same electron affinity,

and as such that their valence and conduction bands will be aligned in energy. The Fermi level - the

energy at which half of the allowed states in the crystal are occupied for a finite temperature - will,

however, be different. The acceptor dopant atoms in the p-type crystal will create an energy band at

an energy Ea slightly above the valence band, and the greater the number of acceptors, the greater the

number of holes in that band, which will drag the Fermi level lower in energy. For the n-type material,

the donor dopant atoms will create an energy band at an energy Ed slightly below the conduction

band, and this will drag the Fermi level upwards in energy. Mathematically, assuming the crystals are

separately both at thermal equilibrium [76, p. 21],

EF ≈ Ev +
Eg

2
−kbT ln

(
p

ni

)
, and(2.1)

EF ≈ Ec −
Eg

2
+kbT ln

(
n

ni

)
,(2.2)

for the p- and n-type crystals respectively. Ev and Ec are the energies of the top of the valence band

and the bottom of the conduction band, p and n are the densities of holes and electrons respectively,

and ni is the density of conduction electrons in a pure crystal of the same semiconductor, promoted

due to thermal energy. The manner in which p and n relate to the acceptor and dopant concentrations

Na and Nd respectively are material dependant, like ni . Figure 2.1(a) shows a separated band diagram

of this type. The band diagram of the pn-junction is then arrived at by imagining the two crystals

joining and being allowed to reach thermal equilibrium, at which point by definition their Fermi

levels align. Diagrammatically this leads to the intuitive picture of Figure 2.1(b), wherein the valence

and conduction bands, and the vacuum level Evac, bend to allow this Fermi level alignment, leading

to an built-in potential difference Vbi = 1
q∆Evac. The physical process underlying this is the flow of

surplus electrons, due to donor dopants, on the n side, diffusing across to the acceptor dopants

with a paucity of electrons on the p side. In doing so, they built up negative charge on the p side

which opposes the further flow of electrons until there is no more net flow. The analogous process

happens for holes from the p side, which flow to the n side and build up there a positive charge.

The diffusion current of electrons/holes is the process minimising the statistical potential energy

of the electrons/holes, whilst the drift currents flow the opposite way to their respective diffusion

currents to minimise the electrostatic potential energy [66, p. 73]. The equilibrium band-bending

is the electrostatic field which leads to the drift currents cancelling the diffusion currents [66, p.

146], with the region where the bands bend being called the space-charge region. It is this kind

of "traditional" band-bending approach which was referenced as unsuitable for metal-diamond

contacts in Section 1.3.3, but it works in silicon pn-junctions because, among other reasons, the

interface is between two silicon layers grown continuously, and so there are no surface states.
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FIGURE 2.1. Band diagrams of p- and n-type silicon, when (a) spatially separated and
electrically isolated, and (b) brought into contact and equilibrium. In each case the
p side is on the left. The energy differences are approximately to scale for a silicon
pn-homojunction, with Ea based on boron and Ed on phosphorous, both in silicon
[76, p. 23], and the respective EF values both based on acceptor/donor concentrations
of 1016 cm−3.

2.1.2 Applying a bias to a junction

When a bias V is applied to a pn-junction, thermal equilibrium is disrupted, but the electron and hole

populations are said to be separately still in quasi-thermal equilibrium, having separate quasi-Fermi

levels1. The definitions for these are analogous to the Equations 2.1 and 2.2 for the Fermi level at

thermal equilibrium: -

EF,p ≈ Ev +
Eg

2
−kbT ln

(
p

ni

)
, and(2.3)

EF,n ≈ Ec −
Eg

2
+kbT ln

(
n

ni

)
.(2.4)

Sufficiently far into the p side, the population of electrons will disappear as they recombine with the

much more numerous holes, meaning there will again be a single definable Fermi level, EF = EF,p .

Similarly, far enough into the n side, EF = EF,n . This implies that the maximum separation of EF,p and

EF,n is qV . Under the commonly-used depletion approximation, it is assumed that all dopants within

the space charge region are ionised. So, within said region p = Na is a constant, as is n = Nd. Thus

in the space charge region all the terms in Equations 2.3 and 2.4 are constant, and qV = EF,n −EF,p .

This is illustrated for positive and negative biases in Figure 2.2. Upon the application of a bias

and the splitting of the Fermi level, several different processes occur which generate net currents,

1Also known as imrefs. That is, "Fermi" spelled backwards.
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FIGURE 2.2. Band diagrams of the pn-junction from Figure 2.1(b), now under a bias of (a)
V = 0.5 V, and (b) V =−0.5 V, showing the Fermi level splitting into quasi-Fermi levels
separated by qV .

which dominate to differing degrees in different materials. Wagner showed in 1931 2 that the best

rectification possible with a device which used charge carriers of charge q gave an I -V relation of the

form

(2.5) I = I0

(
exp

(
V

VT

)
−1

)
,

where I0 is a reverse saturation current (the current that leaks through the diode when it is in blocking

mode) and

(2.6) VT = kbT

q
≈ 0.026 V

∣∣∣
T=300 K

is the thermal voltage, related to the energy in the system due to ambient heat. Shockley, in his

landmark long-form article of 1949 [209], re-derived this to give an equation of the same form in

which I0 was given explicitly in terms of diffusion currents. He showed that the diffusion current [66,

p. 163],

(2.7) Idiff = Aqn2
i

(
Dn

NaLn
+ Dp

NdLp

)(
exp

(
V

VT

)
−1

)
,

2Shockley cited Wagner, but the article was published in Physikalishce Zeitschrift, which ceased publishing in 1945.
The article is cited here from completeness [205], but is still under copyright at time of writing and not available online.
It is due to be made available by HathiTrust in 2027 [206]. A similar situation presents itself for the work of B. Davydov,
who was said by Moll [207] to have published work similar to Shockley’s approach, if less complete, which appeared in
English in 1938 but was largely ignored. I have been unable to find a copy of Davydov’s work, online or otherwise, but for
completeness the reference is [208].
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where A is the area of the diode in the plane perpendicular to current flow, Dn and Dp are the

so-called Einstein diffusion constants for the electrons and holes respectively, and Ln and Lp are

measures of the average distance an electron/hole will diffuse in the p/n-side before recombining

[66, p. 115].

In conventional silicon pn-junctions, the diffusion current dominates and the total current can

be approximated by Equation 2.7. However, if Ln and Lp are short compared to the width of the space

charge region, then recombination may happen within the space charge region. The equation for

current caused by recombination in the space charge region is [66, p. 163]

(2.8) Iscr =
Aqni

(
wn +wp

)
p
τpτn

(
exp

(
V

2VT

)
−1

)
,

where wn and wp are the widths of the space charge region measured from the centre of the junction,

which are equal for a homojunction with symmetrical doping Na = Nd [66, p. 151], and τn and τp

are measures of the lifetimes of electrons and holes before they recombine within the space charge

region. Notably, the argument to the exponential has a factor of 2 in the denominator not present

in the equation for Idiff. There are additional processes which contribute to the current (see the

discussion of recombination mechanisms in the next subsection), but to a good first approximation

they can be disregarded for silicon pn-junctions [66, p. 164]. The I -V relation of the diode can thus

be written

(2.9) I = Idiff,0

(
exp

(
V

VT

)
−1

)
+ Iscr,0

(
exp

(
V

2VT

)
−1

)
,

where Idiff,0 and Iscr,0 have been defined from the prefactors in Equations 2.7 and 2.8. This can then

be approximated as the final form

(2.10) I = I0

(
exp

(
V

nVT

)
−1

)
,

where n is the "ideality factor" - not to be confused with the previous use of n to refer to the electron

carrier density - which acts as a measure of the relative dominance of diffusion and space charge

recombination currents. Physically, n changes with V , but is is often treated as a constant, especially

for the purposes of simulating circuits or fitting data. The exponential I -V relationship renders a

pn-junction a diode.

2.1.3 Illuminating a pn-junction

When a pn-junction diode is formed in such a way that light can penetrate though it as far as the

junction, the photons may promote electrons from the valence band into the conduction band. To

do so, a photon must have at least as much energy as the band gap. For silicon, which has a band

gap of approximately 1.1 eV, the minimum photon energy is in the infrared region of the spectrum.

For comparison, the band gap of diamond being 5.5 eV means the minimum photon energy is in

the "hard UV" or UV-C range, and in principle a diamond photovoltaic could be constructed for
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FIGURE 2.3. Band diagrams of the pn-junction from Figure 2.1(b), now under illumination
from photons of energy Eγ with (a) open circuit conditions, where a photovoltage
V = VPh = VOC develops and no net current flows, and (b) short circuit conditions,
where a photocurrent I = IPh = ISC flows so as to eliminate any voltage. In the case
where a finite load is used instead, a mix of the two will prevail with a voltage V <VOC

and a current I > ISC, the latter because the currents have negative signs.

photons with energy greater than this with structures similar to those used in silicon for visible light.

What happens to the energy levels and currents in the junction then depend on whether, or how, the

diode is connected to any external circuit. Photogenerated electrons and the holes they leave behind

will drift under the influence of the prevailing electrostatic field, with the electrons drifting from

the p side into the n side and the holes drifting from the n side to the p side. If there is no external

circuit, or an open circuit, then the illumination will bring the electron and hole populations out of

equilibrium with one another, creating a photovoltage. If the diode is shorted so that the hole and

electron populations are forced to remain in equilibrium with one another, then the mechanism

by which this equilibrium is achieved is by a photocurrent. These two circumstances are shown in

Figure 2.3.

If the diode is connected to a circuit which is neither open nor shorted but instead presents a

load, then a situation between the two extremes will prevail and, there being both a (smaller) current

and a (smaller) voltage generated at the same time, the diode will generate power. This is the most

basic form a model for a pn-junction solar cell can be and is the basis for the equivalent circuit model

without parasitic resistances, discussion in the next Section.

Opposing the photocurrent are the diode dark currents and their recombination mechanisms,
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FIGURE 2.4. Band diagrams showing four types of recombination in silicon. (a) shows
recombination mediated by a trap state. (b) shows recombination at a recombination
centre. (c) shows radiative recombination. (d) shows Auger recombination. Addition-
ally, Auger recombination can occur when one electron is at a trap level, too, and there
is an analogous form of Auger recombination in which there are two holes and one
electron, rather than two electrons and one hole [66, p. 106].

often termed recombination losses. Band diagrams describing four types of recombination are given

in Figure 2.4. The recombination underpinning Idiff and Iscr in the dark current (Equation 2.10)

will tend to be dominated in real junctions by Shockley-Read-Hall (SRH) recombination, which

is recombination mediated by spatially localised intra-band gap states brought about by material

defects [66, pp. 106-107]. These states may be traps, which preferentially trap one type of carrier

before releasing them further due to thermal excitation, allowing them to recombine in the valence

or conduction band. Or, they may be recombination centres, which trap both carriers and allow them

to recombine at the state itself. When recombination occurs directly between the conduction and

valence bands instead, it is referred to as radiative recombination because a photon is emitted at

the energy of the band gap, although it is not the only recombination mechanism in which a photon

may be emitted [66, p 105]. Indeed, SRH recombination may also emit photons in materials with

larger band gaps, this being a method of creating single-photon emission sources in diamond [210].

Radiative recombination is generally only a small concern in indirect band gap materials such as

silicon [66, p. 164] and diamond unless the device structure has been specifically tailored to work as

a light-emitting diode (LED). Finally, Auger recombination involves an electron in the conduction

band interacting with another promoted electron - in either the conduction band or a trap state -

leading the first electron to lose energy to the second and thus recombine with a nearby hole. This
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process may also occur with two holes and one electron [66, pp. 105 - 106]. The energy lost to the

second electron/hole causes it to be promoted in energy, but this energy is then usually lost to the

lattice as thermal energy. The auger recombination rate is proportional to the square of the density of

the carrier of which two are involved, and linearly proportional to the density of the carrier of which

there is one. This means that the purity of the semiconductor (due to intentional or unintentional

doping) has a strong influence on the prevalence of Auger recombination. Auger recombination may

still dominate radiative recombination in indirect band gap semiconductors, however, as the latter is

more strongly suppressed [66, pp. 106].

Recombination and generation mechanisms oppose one another, but are two sides of the same

coin. The recombination mechanism diagrams in Figure 2.4 may each have their arrows reversed

to describe a generation mechanism. The most obvious pairing from a photovoltaics perspective is

that radiative recombination is the reverse of generation of a photocurrent. For SRH recombination,

except in the cases mentioned above where photons are involved, the energy of the recombining

electron is carried away as thermal energy in the lattice via phonons. The generative reverse of this is

thermal generation of carriers. This is always present to some degree in devices at room temperature,

but is specifically harnessed in thermionic energy converters which use high temperatures to generate

currents [166, 211]. It is also targeted by the similar, but more recent and distinct, class of devices

known as phono-voltaics, which aim to create materials in which there is a significant population

of phonons higher in energy than the band gap [212, 213]. That said, it should be noted that these

devices do not aim specifically for a kind of thermal generation that mimics SRH recombination in

reverse, but band-to-band carrier generation, equivalent in its effects to photogeneration. Finally,

the generative reverse process to Auger recombination is impact ionisation, in which an electron

with at least twice the band gap energy promotes a second electron from the valence band to the

conduction band whilst remaining in the conduction band itself - or the equivalent for two holes.

Impact ionisation has been targeted alongside photogeneration in hot carrier solar cells [66, pp. 318-

323], and is also - perhaps most directly - the primary generation method intended by betavoltaics.

To make a brief interjection on radiovoltaics amid this discussion on conventional silicon pho-

tovoltaics: whilst not all of the high-energy processes described in Sections 1.2.1 and 1.2.2 are

accounted for among the generation mechanisms just discussed, many are3. Photoelectric absorp-

tion is straightforwardly the same process as photogeneration, but at photon energies high enough

that the photoelectron may escape the material entirely if created sufficiently close to its surface.

Coulomb stopping is, likewise, impact ionisation, except the high-energy electron has possibly hun-

dreds of thousands of times the band gap energy, meaning the number of electrons it may promote

from the valence band is very large. NIEL, particularly in the case when the nucleus involved is not

permanently displaced, generates phonons which may effect carriers. The high-energy physics pro-

cesses not represented by analogous semiconductor physics generation processes are those in which

3I have so far been unable to discern whether the distinct nomenclature is used on purpose, to distinguish between
the energy regimes involved, or is a social result of high-energy physics and semiconductor physics being different
sub-disciplines with differing foci and histories. At time of writing, the impression I get is the latter.
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Figure 2.5: The most commonly-encountered equivalent circuit model for a photovoltaic cell, includ-
ing parasitic resistances.

energy is released from the incident particle through means instead of, or in addition to, the lattice

or the sub-conduction band electrons. In Compton scattering and both types of bremsstrahlung,

this additional energy is lost from the primary photon as a secondary photon. In pair production,

energy is lost in the creation of a new electron-positron pair. The products of each of these processes,

however, may go on to interact by other mechanisms within the device.

2.1.4 The equivalent circuit of a solar cell

The most commonly-encountered model for a single solar cell is the equivalent circuit shown in

Figure 2.1.4.

The current source and diode in parallel represent the I -V behaviour of an illuminated pn-

junction of the type discussed in the previous subsection. Added to this are resistors to account for

things not represented in the band diagram: a shunt resistor representing leakage paths around or

through the device, for example hopping conduction between intra-band gap defect states, and

a series resistor which accounts for the resistance the total current experiences when travelling

through bottlenecks in the circuit, such as contact resistances between the junction and the rest of

the circuit, and wire resistances hitherto ignored. The series and shunt resistances, Rs and Rsh, are

termed parasitic resistances 4. When a load is connected to the terminals, allowing current to flow,

Kirchoff’s current law (KCL) 5 stipulates that I = ID + ISh − IPh. The simplest version of this model

occurs for high-quality cells where the series and shunt resistances can be considered negligible and

infinite respectively, so VD =V and ISh = 0, yielding the current-voltage relation

(2.11) I = I0

(
exp

(
V

nVT

)
−1

)
− IPh.

4Because it is preferable for the shunt resistance to be as high as possible, and the series resistance to be as low as
possible, the shunt resistance is sometimes referred to as a shunt conductance, Gsh, so that both parameters are optimised
in the same direction, i.e. minimised. In this work, the resistance convention is followed.

5Elaboration of which can be found online or in undergraduate physics texts, for example [214].
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FIGURE 2.6. A plot of the photovoltaic model I -V and P-V curves, without parasitic resis-
tances, showing also the definition of the Fill Factor F F , a measure of cell efficiency.
Mathematically F F is described by the equation in the figure (Equation 2.12), and
graphically as the ratio of areas between the orange and black rectangles in the figure.

A plot of this function is shown in Figure 2.6 with realistic values for radiovoltaics, namely IPh = 1

nA, n = 1.5 and I0 = 1 fA. A plot of the resultant P-V curve is also shown in Figure 2.6. Finally, the

definition of the Fill Factor F F is also shown graphically, which is a measure of cell efficiency which

increases as the curve’s "squareness" increases. Mathematically, F F is defined as

(2.12) F F = IMPPVMPP

ISCVOC
= PMPP

PMax
.

It is one of several conceivable power-based figures of merit. Another common one is the maximum

power efficiency,

(2.13) η= PMPP

Pγ
= PMPP

EγΦ
,

where Pγ is the power of the incident photons, Eγ is their energy and Φ their areal flux. When the

radiation is not monochromatic (such as sunlight), the latter two may be replaced with a suitable

integration over photon energies greater than the bandgap. η is in a sense the most natural figure

of merit for a conventional solar cell which is, to all intents and purposes, opaque to sunlight, as it

answers the question of how much power one gets out for the power put in.
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As per the discussion in the previous section, n will take a value close to 1 when space charge

recombination current dominates, and will move closer to 2 when diffusion or radiative recombi-

nation current dominates [66, pp. 163-164]. When tunnelling currents are present however, such as

when pn-junctions are formed from heterojunctions rather than homojunctions, or when Schottky

junctions are used, they can give rise to values of n greater than 2. In particular, where wide-bandgap

materials are used, the values of n reported in the literature are notably higher. For example, GaN

pn-homojunctions with n = 6.9 [215], p-AlGaN/GaN pn-heterojunctions with n = 4.0 [215], n-

ZnO/p-diamond pn-heterojunctions with n = 6.0 [216], and finally BN/ZnO heterojunctions with

"apparently giant ideality factors" of n ≈ 100−200 attributed to Frenkel-Poole conduction [217]. That

is, conduction of carriers between trap states in an otherwise more resistive bulk [76, p. 358].

Figure 2.7 shows calculated photovoltaic I -V and P-V curves in which the parameters IPh, n and

I0 are varied around the set of values used for Figure 2.6. In the range considered, the photocurrent

IPh exerts the most influence over the short-circuit current ISC, as without parasitic resistances, ISC =
−IPh. For solar cells operating under one-sun conditions at standard temperature, the photocurrent is

linear with the light intensity, and thus so is the short-circuit current [66, p. 266]. However, if the light

begins to heat the cell sufficiently, the effective band gap is reduced and, although this increases the

photocurrent, it increases the dark current more. As the these compete, the overall effect of increasing

the temperature is to reduce the efficiency of the cell [66, p. 270], which puts a limit on how much

light a conventional photovoltaic cell can efficiently convert. Additional sources of non-linearity

between incident light intensity and short-circuit current can occur when the incident flux becomes

great enough that the population of phonons required to thermalise carriers is depleted in the doing,

leaving fewer left to thermalise those charge carriers that are generated later (the hot carrier effect,

[66, p. 317]) or when the incident light is energetic enough that impact ionisation occurs, competing

with recombination processes and causing a similar effect [66, p. 323]. Additionally, the increase

in flux and attendant increase in current density may begin to cause a sufficient series resistance

increase that the latter can no longer be ignored. The effect of series resistance is discussed in Section

2.1.5.

In the case of non-concentrated fluxes and standard temperatures, the influence of IPh on VOC is

logarithmic in the absence of parasitic resistances [66, p. 10], as can be seen by re-arranging Equation

2.11 with I = 0: -

(2.14) VOC = nVT ln

(
IPh

I0
+1

)
.

By inspection of Equation 2.14 it can also be seen that the VOC rises linearly with n (though only

within the limited range over which n can vary), and conversely that VOC decreases linearly with the

order of magnitude of the saturation current I0. In fact, as can be seen from the graphs in which

n and I0 are varied in Figure 2.7, it is possible to achieve very similar curves by varying one or the

other appropriately. This is a problem when fitting curves to data. As discussed in Section 2.3.1 below,

fitting proceeds by finding the curve which has the minimum difference between its data and the

measured data, so having covariant parameters causes the risk of a fitting procedure finding a fit
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FIGURE 2.7. The effect on the I -V and P-V curves of varying parameters in the PV equiva-
lent circuit without parasitic resistances. The blue line is the same in each case and
corresponds to IPh = 1 nA, n = 1.5 and I0 = 1 fA.
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which, whilst very close to the measured data, is in the wrong region of the parameter space. This

issue is compounded for radiovoltaics by the fact that currents are much smaller and as such will tend

to be more vulnerable to noise. Figure 2.8 shows some data simulated by generating an I -V curve

according to the parameters used so far (with IPh = 1 nA, n = 1.5 and I0 = 1 fA), and adding some

error terms drawn from the same normal distribution as one another (i.e. the uncertainty for each

point is the same). Alongside that, it shows the base-10 logarithm of the sum of squared residuals,

mapped across the parameter space in the region already used. The projection is a minimum intensity

projection, which is to say that the viewer sees the point corresponding to the best fit when looking

into the page at the parameter space, not any points of worse fit which may reside between it and the

viewer.

In Figure 2.8, there is a prominent line of well-fitting points at the correct value of n and I0

which, when the threshold for the colourmap is varied can also be shown to slope towards the best

fit value for the correct value of IPh. This latter manipulation is not shown because the point is

barely visible at the resolution used for the parameter space, which is to say that the locality of the

global minimum is very steep and there are many points in the minimum line which have similar

fit qualities despite having different values of IPh. However, what can also be seen is that there are

parallel lines of values which, although orders of magnitude worse than the fits for the main line

of minima, are still themselves orders of magnitude better than the regions of the parameter space

around them. Because fitting algorithms will tend to rely to some extent on gradient descent, these

lines represent possible traps in which a fit may be found which is very reasonable to the eye but

which actually sits at erroneous values, particularly of n and I0.

When parasitic resistances cannot be ignored, application of both KCL and Kirchoff’s voltage law

(KVL), i.e. V =VD +VS, to the equivalent circuit in Figure 2.1.4 yields

(2.15) I = I0

[
exp

(
V − I Rs

nVT

)
−1

]
+ V − I Rs

Rsh
− Iph.

Essentially, the total voltage is now shared between the the diode and shunt resistance on the one

hand and the series resistor on the other, whilst the total current must now take account of the flow

through the shunt resistor as well as those through the current source and diode. The entire current

flows through the series resistor, meaning the voltage over it depends on I , and thus so does the

voltage over the diode VD. This renders the equation implicit in I . However, the existence of only

a single exponential term allows it to be made explicit by recourse to a tool which, seemingly by

historical accident, is beyond normal algebraic manipulation: the Lambert W function.

2.1.5 Finding an explicit I -V relation for a photovoltaic with parasitic resistances

Equation 2.15 is implicit, which adds a layer of complexity when attempting to manipulate it, plot,

it, or fit it to data. All are possible, but tend to require additional steps, such as for example when

plotting the I -V curve for a given set of parameters, having to iteratively solve the equation for I at

each value of V . Use of the Lambert W function can remedy this.
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FIGURE 2.8. (a) some simulated data, generated by adding errors randomly drawn from a
normal distribution to a model I -V curve with IPh = 1 nA, n = 1.5 and I0 = 1 fA, and
(b) the parameter space for the fit quality in the region of the true parameters, where
each point has had the logarithmic of the sum-of-squares of the attempted fit mapped
in a minimum intensity projection. The logarithm has been used to aid clarity. The
bounds of the parameter space correspond to the ranges used in the curves plotted in
Figure 2.7.
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FIGURE 2.9. Portions of the two real-valued branches of the Lambert W function.

The Lambert W function, developed in correspondence between Lambert and Euler6 is defined

as the function Wk which solves the equation

(2.16) Wk (x)eWk (x) = x.

where k ∈Z, reflecting the fact that there are a countably infinite number of branches of the function.

Wk (x) cannot be expressed in terms of elementary functions [223]7. For every k, Wk : X ∈C→ Y ∈C.

However, only two branches have real ranges within their codomains, and each of those real ranges

has a real domain. When k = 0, the domain is [−e−1,∞) and the range is [−1,∞). When k =−1, the

domain is [−e−1,0) and the range is [−1,−∞). Portions of these branches are shown in Figure 2.9.

In general [222], if an implicit equation can be manipulated into the form

(2.17) x = a +becx ,

where a, b and c are constants, then the Lambert W function can be used to find an explicit equation

6The correspondence lead to publications in the late eighteenth century, the original citations for which are are [218]
for Lambert and [219, 220] for Euler. As both are in Latin however, more use may be found in the translation of Euler’s work
in reference [221], or in a more recent discussion [222].

7Technically the reference gives a proof that Wk (x) cannot be expressed in terms of Louvillian functions. As elementary
functions are a subset of Louvillian functions, the point remains.
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according to

(2.18) x = a − 1

c
W (−bceac ).

It appears to have been Banwell and Jayakumar who first applied the use of the Lambert W

function to diodes in 2000 [224], with Jain and Kapoor [201] then applying it to the model for a

solar cell with parasitic resistances, Equation 2.15, in 2004. Jain and Kapoor used the other major

convention for displaying photovoltaic I -V data in which the power-producing quadrant of the graph

is set to the top right. For the convention used in this work, the coefficients are

a = V −RSh (IPh + I0)

RSh +RS
, b = I0RSh

RSh +RS
exp

(
V

nVT

)
, and c = −RS

nVT
.

Feeding these back into the form of Equation 2.18 then gives

(2.19) I = V − (IPh + I0)RSh

RSh +RS
+ nVT

RS
W0

[
I0RShRS

nVT (RSh +RS)
exp

(
RSh (V + (IPh + I0)RS)

nVT (RSh +RS)

)]
,

in which some additional re-arranging has been done to combine the exponential term from b with

that residing in the form of Equation 2.18 itself. It is worth noting also that unlike in Equation 2.18,

Equation 2.19 specifies use of the principal branch of W . Whilst this would have perhaps been the

natural choice anyway, Equation 2.19 gives us physical reasons to specify the principal branch. All of

the parameters are physically constrained to be real and positive, as is the output. Only W0 produces

real outputs from positive, real arguments. Additionally, it is a requirement that the model without

parasitic resistances be recoverable from this one; allowing RS → 0 means the branch of W used must

be defined at 0, and the principal branch is the only branch for which this is true.

The effects of RS and RSh on Equation 2.19 are explored in Figure 2.10 in the same manner as

the effects of IPh, n and I0 on Equation 2.11 were explored in Figure 2.7. Instead of varying in either

direction however, they are varied in the direction of increasing deviation from the previous model;

RS increases and RSh decreases. As before, the values used for the other parameters are IPh = 1 nA,

n = 1.5 and I0 = 1 fA. As would be expected, Figure 2.10 shows that if RS gets too high, it dominates

the forward I -V behaviour of the diode to the point that it becomes linear, like a resistor. Conversely if

RSh gets too low, the same happens - but this time because the shunt resistor is allowing the majority

of the current through it, bypassing the diode. The exact dependence of the ISC and VOC on the

two resistances is not simple, but as the figure shows, RS will tend to exert an influence on the ISC

whilst leaving the VOC relatively untouched, whereas the opposite is true for RSh. What is true of both

of them is that their influence drags the maximum power-point and fill factor lower via action on

both the current and voltage. In the limits where the I -V curve becomes linear due to one or both

resistances, the P-V curve becomes symmetrical about the maximum power-point and the poorest

cell efficiency is attained, with a fill factor F F = 0.25.

Visualising the parameter space of the model with parasitic resistances is somewhat more difficult

than in the case without, due to the parameter space having five dimensions rather than three. An

attempt has been made in Figure 2.11, in which the three-dimensional parameter space of the model
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FIGURE 2.10. The effect on the I -V and P-V curves of varying the parasitic resistances in
the PV equivalent circuit. As in the blue curves of Figure 2.7, IPh = 1 nA, n = 1.5 and
I0 = 1 fA, so the black curves in this figure most closely approximate the blue curves in
Figure 2.7.

without parasitic resistances is plotted at logarithmic intervals along two axes for RS and RSh, with

the intervals corresponding to the values used in the traces in Figure 2.10.

The fit values in the parameter space are comparisons against simulated data, generated with

the same uncertainties and errors as before and the same values of IPh = 1 nA, n = 1.5 and I0 = 1 fA,

but now additionally with RS = 0.1 GΩ and RSh = 10 GΩ. Only so much can be determined from a

plot with such low resolution in two of the dimensions, but it can be seen that there is a strong linear

minimum corresponding to the correct value of RS, and what appears to be either a patch or a line of

poorer fits values for RSh = 1 GΩ, suggesting there may be false minima present in RSh. The inclusion

of parasitic resistances has also made the parameter space around the true value of IPh steeper, so

that it will in fact be easier to fit than before. Figure 2.12 shows this sub-plot at greater magnification

and with a different threshold to show that the many false minima in n and I0 still exist, despite this.
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FIGURE 2.11. A low-resolution image of the five-dimensional parameter space of the photo-
voltaic model including parasitic resistances. Each sub-plot is the three-dimensional
parameter space, with the same axis ranges, as used in Figure 2.8. The central sub-plot
corresponds to the values of RS and RSh used to generate the simulated data.
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(nA)(fA)

FIGURE 2.12. The subspace of non-resistive parameters for a photovoltaic cell with parasitic
resistances, around the true resistance values.

The picture painted by the above cannot be too general because it is restricted to a certain set of

simulated data. However, it does illustrate how the five parameters of the photovoltaic cell model

with parasitic resistances may interact, and how when fitting data, false minima may exist in some

parameters but not others which mean any extracted value deserves caution.

The structure of the DGV is quite different to a standard silicon photovoltaic, and so whilst

the photovoltaic mode with parasitic resistances may be fruitfully used for a certain part of the

DGV I -V curve, a more representative model would be an improvement. For this work, that is the

opposing-diode model.

2.2 The opposing-diodes model

Although the power-generating part of the DGV I -V curve can be modelled in the same way as

a conventional photovoltaic cell, the wider I -V curve deviates. This reflects the structure of the

device, which is more akin to a metal-insulator-metal (MiM) diode. Although MiM and MSM (metal-

semiconductor-metal) diodes may have similar theoretical tools applied to them as pn-junctions,

empirical fitting of MiM I -V data seems to also be popular in the literature, with Pelz, Belkadi and

Moddel commenting that prior to 2018 "it [had] become common practice" to analyse MiM diode I -V
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data with polynomial fitting [225]. Pelz, Belkadi and Moddel suggested a more physically-inspired

model, of the form

(2.20) I = I0
(
exp(bV )−exp(−dV )

)
where b and d are fitting constants and I0, whilst referred to as a scaling factor, plays the part of a

saturation current of sorts. In particular, they mention the case when b = 1/nVT and d = 0, where the

equation reverts back to the Shockley diode equation and I0 takes on its conventional meaning.

The form proposed by Pelz, Belkadi and Moddel does not account for parasitic resistances, which

are assumed to exert a noticeable influence on the presented gammavoltaic. For that reason, this work

has pursued an equivalent circuit model which combines features mentioned so far. A fully-featured

band diagram of the DGV, particularly under irradiation from gamma rays generating hot carriers,

has so far proved beyond me, but below a working model is presented. First, considering a thick,

pure diamond with no hydrogen surface termination and dissimilar contacts, the band diagram at

short circuit will look like Figure 2.13(a). Provided contacts are chosen appropriately, Fermi-level

pinning will pin the Fermi level of one contact to around 1.2 eV above Ev and the other to a lesser, but

unknown, distance in energy. Under irradiation by photons with Eγ > EG = 5.5 eV, electron promotion

will occur, but the chances that charge separation will occur and that the charges will stay separated

long enough to be collected at the contacts is relatively low. The average path length is expected to

reach the width of the diamond only at several hundred volts, so the small electric field created by the

contacts will generate only a small current. If the diamond is fully hydrogen terminated except under

the contacts, then the band diagram around the surface may look something like Figure 2.13(b).

Whilst the contacts will stay pinned to the same distances from the diamond valence band, the

uncontacted surface will undergo surface transfer-doping and the valence band maximum of the

diamond over the rest of the surface will be pulled up over the Fermi level. The energy difference

between the Fermi level and valence band maximum will be about 0.1 - 0.3 eV [178] and the depth

into the surface for which this effect will hold true over will be about 1 - 5 nm [178]. Although there

will be potential barriers near the contacts where hydrogen-terminated diamond meets oxygen-

terminated diamond, these will be on the order of a few atoms thick and so mostly transparent to

charge carriers. There will otherwise be no built-in electric field over the surface as it will act like a

short, meaning electrons promoted by incident photons will have no preferred direction of travel

and net charge separation will not occur. Furthermore, the depletion of electrons from the valence

band in the region above the Fermi level will add 0.1 - 0.3 eV to the minimum energy required of a

photon to promote an electron, and the device will conduct in the dark to a far greater extent than

has been observed.

To come up with a concept band diagram for a surface which is only partially hydrogen termi-

nated, it is necessary to give some thought to how hydrogen atoms are distributed on a partially-

terminated surface. When hydrogen termination is performed on a diamond surface by the (high-

temperature) MWCVD technique, the hydrogen will tend not to diffuse across the surface once it

has cooled: surface diffusion is a thermal process and the thermal energy required to activate it in

52



2.2. THE OPPOSING-DIODES MODEL

EF,s1 EF,s2

ISC →

E
γ >

E
g

•

•

(a)

•••••••• ••••••

•

EF

I ≈ 0

E
γ >

E
c −

E
F

(b)

FIGURE 2.13. Band diagrams for (a) the route through the bulk of an unterminated diamond
with dissimilar contacts, and (b) around the surface of a terminated diamond also with
the same dissimilar contacts. One contact (on the right of each subfigure) is pinned
at EF,s2 = 1.2 eV above the diamond valence band, the other is shown pinned at an
arbitrary smaller value of EF,s1 = 0.5 eV.

the case of hydrogen on diamond is nearly as high as the thermal energy required for desorption

[226]. As an example, desorption begins at around 900 K when the diamond is increased in temper-

ature at a rate of 1 K/s [227]. As the termination process used in this work is a room-temperature

process, it is here assumed that the surface populates without diffusion, with hydrogen atoms during

the termination process adsorbing and desorbing at some differing rates but not moving laterally

whilst adsorbed. It is known that some sites on the diamond surface are more reactive to hydrogen

termination than others, with work by Geis et al. [228] having found anisotropic resistance across the

surface of samples terminated at high temperature, consistent with hydrogen concentrating along

the parallel steps that form to minimise surface energy when thermal conditions permit. By contrast,

they found low-temperature termination led to isotropic surface resistance. Wade et al. [187] found

that deliberate roughening prior to hydrogen termination can be used to further increase the surface

conductivity. The variability of the electric field due to the distribution of surface hydrogen being

inhomogenous at the nanometer scale is believed to limit the mobility of the holes in the 2DHG [229].

But in our case, a variable electric field is desirable to separate charge. Even without such effects as

differing roughness concentrating hydrogen in some sites over others, however, in the absence of
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FIGURE 2.14. A concept band diagram for the DGV, neglecting the interaction between
the bulk and surface and treating the device as though the electrical activity is con-
centrated around the surface. Patches of hydrogen-terminated diamond bring the
diamond valence band over the Fermi level in places on the surface but are inter-
spersed with areas where no hydrogen termination is present, creating a variable
potential on the surface which is capable of separating charge. The contacts are still
on oxygen-terminated diamond and so subject to Fermi-level pinning, which sets up
the in-built bias.

diffusion it seems a statistical requirement that a partial hydrogen termination will lead to patches of

greater and lesser concentration of hydrogen on the surface at the nanometer scale 8. So, if it can

be assumed that at relatively low partial coverages there are patches of highly hydrogen terminated

diamond across a surface which otherwise more closely resembles the surface with no hydrogen

termination, the band structure may look something like Figure 2.14. In the figure, four hydrogen-

terminated patches are shown schematically between the contacts - the real number is expected to

be far higher. In this concept, charge separation happens due to hole drift, with some contribution

from electron drift depending on where in the band structure the photon strikes. Conduction over

the barriers is expected to occur due to diffusion after drift leads to pile-up of charge carriers. The

built-in electric field is provided by the dissimilarity of the contacts, but the charge separation occurs

due to the patchy termination. Under this model there will be some photocurrent flowing in the

8As a quick demonstration: a computation was performed in which a square grid of one million elements had its
elements filled at random with a probability of 0.5, representing a square surface which has been partially hydrogen
terminated to 0.5 ML. Repeating this ten thousand times suggested that the mean number of populated elements with all
eight adjacent elements also populated was 1950 ± 50, or about 0.2 % of the elements.
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wrong direction, especially if the barriers are not as abrupt as drawn but instead vary more smoothly.

There are still several limitations to the model in addition to the question of whether or not the

assumptions used to create it are valid. Particularly, it has not been developed far enough to account

for how the bulk interacts with the surface and assumes that the electrical activity primarily occurs

around the surface. This interaction may become significant under high doses of more penetrating

radiation, when charge injection throughout the crystal will be significant. From comparison to

the diamond detector, it is not believed that gamma rays in the dose rates and energies available

will cause much impact, but synchrotron x-ray beams might. Furthermore, it does not consider the

negative electron affinity in the hydrogen-terminated patches past the fact that hydrogen termination

induces surface transfer-doping - for example, how promoted electrons may behave in relation to

this surface. Finally, the band diagrams in Figures 2.13 and 2.14 go as far as photon energies just

greater than the band gap, whereas a gammavoltaic will operate with incident photons hundreds of

thousands of times higher in energy, meaning impact ionisation will be the norm. Indeed, impact

ionisation in solar cells seems like one of the places where gammavoltaic theory could most fruitfully

look to bridge the gap into high-energy/nuclear physics. But, this work is not sufficiently developed to

attempt to bridge that gap. It seems likely that a lot of the theoretical work for this will have been done

and will be somewhere in the literature for semiconductor radiation detectors, but incorporating this

has had to be left for future work. One practical matter which has been accounted for in this work is

that gamma photon energies are high enough that gammavoltaic devices, unlike conventional solar

photovoltaic devices, are in general not opaque to the incident radiation. The relationship which

gamma photons have to their environment is also different, with the various scattering processes

discussed in Section 1.2.1 taking the place of reflection, meaning there is not always a feasible way to

define the quality, energy and direction of incident radiation on a gammavoltaic cell. Whilst there is

still a lot of value in talking about the conventional maximum power efficiency η (Equation 2.13),

as there will tend to be a primary radiation field which can be described by some mathematical

simplification, it also becomes useful to talk of the maximum deposited power efficiency,

(2.21) ηdep = PMPP

Pdep
.

Pdep is the power deposited into the cell or device. It will be expected that ηdep ≤ η, with the two being

closer in value for smaller photon energies as Pdep → Pγ. As discussed in Sections 1.2.1 and 1.2.2, Pdep

may come from a range of photon energies besides those which would traditionally be considered the

incident radiation, due to inelastic scattering processes in the locality of the cell or device, and for the

same reason there may be an additional contribution from other high energy particles, particularly

electrons. Except in very tightly controlled experimental setups it seems therefore that values of Pdep

must be arrived at with simulation.

There is an additional constraint upon the incident photon energy, imposed by the hydrogen

termination: the band gap of diamond being in the UV means that the minimum photon energy

coincides quite closely with the energies at which hydrogen desorbs strongly from diamond, with UV
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illumination in the presence of oxygen actually being an established method of oxygen termination

[168]. So whilst the DGV might be expected to act as a photovoltaic for UV radiation, the electrical

behaviour of the device might be expected to change substantially as the hydrogen coverage decays.

Nevertheless, for pure, relatively defect-free diamond, even photons near the band gap in energy

penetrate a long way through diamond, and so charge generation away from the surface is always a

consideration. For example, Neslad́ek et al measured an absorption coefficient of around 40 cm−1 for

5.5 eV photons [230], corresponding to an absorption length of around 252 µm. Illuminating the DGV

with hard UV would be considerably safer than the gamma and x-ray experiments presented in this

work and has been suggested for future work as a way to gather more information about the device 9.

In setting up an equivalent circuit, we note that the gammavoltaic band structure in Figure 2.14

is structured such that it resembles two sets of Schottky junction photovoltaic cells, opposing one

another and generating opposite and unequal photocurrents. If these can be represented by two

opposing Schottky diodes, they may be joined by surface and bulk resistors between them as in Figure

2.2(a). In doing so the model could also apply to either of the band structures in Figure 2.13, so it is

resistant to some degree to any flawed understanding that may have gone into the band structures

containing hydrogen termination, but also cannot be used directly to differentiate between the band

structure models. A possible exception to this might be the appearance of giant ideality factors linked

to Frenkel-Poole conduction as mentioned above [217]. As the goal is to create a model which can be

fit to data, it is apparent that the current sources in Figure 2.2 will be entirely covariate and therefore

not available for individual extraction from an I -V curve. Likewise, the surface and bulk resistors10.

This leads to a simplified model as in Figure 2.2(b). Applying KCL to node A, we get the first of two

equations for the total current: -

I = ISh1 − ID1,(2.22)

= VD1

RSh1
− I01

(
exp

(−VD1

n1VT

)
−1

)
.

Notably, VD1 is defined as being in the same direction as V , so its sign must be reversed in the

exponential term. Applying KCL and KVL to node B gives the second equation for I , which is a

similar equation to that for the conventional solar cell circuit, except VD1 must now also be taken

into account when determining the voltage over the diode and shunt resistor: -

I = ID2 + ISh2 − IPh(2.23)

= I02

(
exp

(
V − I RS −VD1

n2VT

)
−1

)
+ V − I RS −VD1

RSh2
− IPh

Unlike the other parameters which may be approximated as constant with I and V for the

purposes of a fitting a curve, VD1 changes substantially over the curve. It may be arbitrarily assumed

9Prof. J. Nelson, Imperial College London, private communication.
10An experiment may be conceived where different durations of surface treatment are used on the same cell to parse

the surface and bulk resistances from one another, but this is left to future work.
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FIGURE 2.15. Equivalent circuits for the diamond gammavoltaic as two opposing Schottky
junction solar cells, showing (a) a physical conceptualisation including current being
generated at each contact and passing through both the bulk and surface, and (b) an
alternative in which directly covariate parameters/circuit elements have been lumped
to allow fitting. In (b), nodes A and B can be used to apply KCL and KVL.
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that the negative side of the applied bias is at ground, in which case VD1 is very small for negative

V , when diode 1 is forward-biased and so node A is at a similar voltage to the ground. It grows

substantially when V is positive, and diode 1 is reverse biased, leading a voltage to develop over

shunt resistor 1. VD1 would not make a good fitting parameter for this reason. However, the Lambert

W function can be used to find an equation for VD1 that allows a single, implicit fitting function to be

found, solely in terms of static fitting parameters. First, Equation 2.22 can be re-arranged into the

pre-Lambert W form of Equation 2.17, with the coefficients

a = (I − I01)RSh1, b =−I01RSh1, and c = −1

n1VT
.

Performing the Lambert W re-arrangement then gives

(2.24) VD1 = (I − I01)RSh1 +n1VT W0

[
I01RSh1

n1VT
exp

(
RSh1 (I01 − I )

n1VT

)]
.

As previously, the choice of W0 is justified by the fact that the argument to W is constrained to be

positive and the output is constrained to be real. Substituting Equation 2.24 into Equation 2.23 finally

gives us the opposing-diodes model for a single cell,

I = I02

exp

V − I RS − (I − I01)RSh1 +n1VT W0

[
I01RSh1
n1VT

exp
(

RSh1(I01−I )
n1VT

)]
n2VT

−1

(2.25)

+
V − I RS − (I − I01)RSh1 +n1VT W0

[
I01RSh1
n1VT

exp
(

RSh1(I01−I )
n1VT

)]
RSh2

− IPh.

Although it is implicit fitting of I that is used in this work, it is of note that there is an explicit equa-

tion for V which may be attained by subjecting Equation 2.25 to a further Lambert W transformation,

this time with

a = (I + I02 + IPh)RSh2 + I RS +VD1, b =−I01RSh2 exp

(−I RS +VD1

n2VT

)
, and c = 1

n2VT
.

This leads to

V = (I + I02 + IPh)RSh2 + (I − I01)RSh1 + I RS

+n1VT W0

[
I01RSh1

n1VT
exp

(
RSh1 (I01 − I )

n1VT

)]
−n2VT W0

[
I02RSh2

n2VT
exp

(
RSh2 (I + I02 + IPh)

n2VT

)]
,(2.26)

from which it may be discerned that there is an expression for the voltage over the second diode, VD2,

which is similar in form that that for VD1,

(2.27) VD2 = (I + I02 + IPh)RSh2 +n2VT W0

[
I02RSh2

n2VT
exp

(
RSh2 (I + I02 + IPh)

n1VT

)]
.
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FIGURE 2.16. I -V curves shows the affect of varying the additional parameters from the
opposing-diodes model, and how the model deviates from the standard photovoltaic
cell model with parasitic resistances.

Setting I = 0 in this equation, or Equations 2.26 or 2.24, shows that under open-circuit conditions, the

series resistor and diode 1, and by extension shunt resistor 1, are unbiased. Using some fit parameters

from later in the work as an example, Figure 2.16 shows how I01, RSh1 and n1 affect the shape of an

I -V curve. In the example given none of them change sufficiently to noticeably change the curve

behaviour in the power-producing region, but this is possible and it also means that values for the

original photovoltaic model parameters will be different for the same data.

When multiple cells are connected in series, then an initial attempt at apply KVL shows

(2.28) V =
M∑

i=1
VD1,i + I RS,i +VD2,i ,

where M is the number of cells and there is a correspondingly greater number of fitting parameters.

The single-cell model already contains a relatively large number of fitting parameters, so including

too many cells in series in the model runs the risk of allowing the number of fitting parameters to

rise too high relative to the number of data in a given curve. So, it is both expedient and arguably

necessary to treat each cell as identical. This approach, although often not reflective of reality, does

allow the fitting procedure to generate an average value for each parameter, provided the curve
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CHAPTER 2. THEORY OF PHOTOVOLTAIC MODELLING AND CURVE FITTING FOR THE DGV

does not include features such as steps in the power-producing region which would indicate vastly

different operating conditions or cell qualities between cells. In this case, Equation 2.28 simplifies to

(2.29) V = M (VD1 + I RS +VD2) ,

and thus the only modification necessary to adapt Equation 2.25 to the series-cell case is to replace

V with V /M . In terms of the equivalent circuit, the model can either contain M identical cells, or can

contain a single cell with lumped parameters, such that any parameter β, for a single cell which is not

a current, is set to β→ Mβ. This work has used the former convention, such that quoted parameter

values are always for a single cell even if multiple cells were used.

2.3 Fitting and fit quality

The combination of model and experimental details in this work led to specific choices regarding

fitting procedure and the assessment of fit quality. Namely, fitting was performed using implicit,

bounded orthogonal distance regression with normalised instrumental weighting, and fit quality was

assessed using the Kolmogorov-Smirnov test for residuals. Some detail will be given in this section

on each. Where possible this will leave methodological details to be covered in Section 3.4, but it will

be necessary to mention some here.

2.3.1 Orthogonal distance regression

The choice to use orthogonal distance regression (ODR) was due to the specifications of the mul-

timeter, which entail that the relative uncertainty in the applied bias could have been of a similar

size to that of the measured current. More common approaches to fitting assume that the latter

is sufficiently small compared to the former that it may be safely disregarded. The algorithm used

to perform ODR was first published in 1987 [202, 203], and updated to accept bounds on fitting

parameters in 2006 [204, 231]. The following discussion will outline the theory presented in the

papers and manuals associated with the algorithm.

2.3.1.1 Background: ordinary least-squares regression

Most commonly, non-linear curve fitting is performed using explicit ordinary least squares (OLS)

regression, which may be either unweighted, or weighted. Assuming a graph where the independent

variable is on the abscissa and the dependent variable is on the ordinate, OLS seeks to minimise the

sum of vertical distances between the data and the fitted curve. Mathematically, we assume that

(2.30) yi = f (xi ,β∗)+ε∗i , i = 1, ..., N ,

where (xi , yi ) is a point from the data (x , y) which is N points long; xi has been used in place of the

true value x∗
i because they are equal (there is no horizontal error); f is the model; β∗ is a vector of
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2.3. FITTING AND FIT QUALITY

true parameters; and ε∗i is a value from the true values of physical error, ε∗. For example, in the case

of an I -V measurement of an ideal diode without a Faraday cage for very low voltages and currents,

we would have x =V , y = I , f as the Shockley diode equation, β∗ = (I0,n,VT ) where the latter take

their true values, and ε∗ may be largely made up of electrical interference from other apparatus

nearby. Fitting the curve by minimising the vertical distances therefore entails finding the values in β

which minimise the sum-of-squares parameter S, where the latter is defined as [202, 203]

(2.31) S ≡
N∑

i=1
ε2

i =
N∑

i=1

(
f (xi ,β)− yi

)2

Note that it was the logarithm of this quantity which was used in the projections of the fitting

parameter spaces in Figures 2.8, 2.11 and 2.12. It is assumed that the values for β which minimise S

satisfy β=β∗. Thus, the output curve will reproduce the true values for the independent variable, y∗,

and the vertical distances between the output curve and the data will be ε= ε∗. The extent to which

ε= ε∗ is actually true upon minimisation of S is the basis for assessment of the fit quality in physical

terms, discussed later.

When an attempt has been made to quantify the uncertainties σy in y , this information may be

used to give greater influence in the fit to those points which are believed to have greater certainty.

This is known as instrumental weighting, where a weight for each point is defined as

(2.32) wi = 1

σy,i
.

Then, the definition for S becomes

(2.33) S ≡
N∑

i=1
w2

i ε
2
i =

N∑
i=1

w2
i

(
f (xi ,β)− yi

)2 .

This expression may also be used to employ weighting methods other than instrumental weighting,

notably such as setting some weights to zero if outliers are detected, or setting all weights to 1, in

which case S reverts to its previous definition. Furthermore, the same minimisation result on S is

produced if all weights are equal to each other as if all the weights are set to 1. In the example of the

ideal diode measurement, weights might be calculated by taking multiple current measurements

at each applied bias, and using the mean as yi and the standard deviation as σy,i . Weighting would

not be required if it were reasonable to assume the electrical interference did not change over the

course of the I -V measurement and the standard deviations were thus more or less the same for

each point. If, however, it was believed certain points may have been compromised due to things

such as passing colleagues knocking the bench, large equipment being turned on or off nearby,

and so forth, then instrumental weighting could be used to lower the influence of these less certain

measurements on the fit, and thus increase the chances of finding the true value of the curve and
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CHAPTER 2. THEORY OF PHOTOVOLTAIC MODELLING AND CURVE FITTING FOR THE DGV

(I0,n,VT ) 11. Instrumental weighting may also suggest itself simply if the uncertainty margins on the

data are visibly different when it is plotted with error bars, even if the reason for this is unknown.

Mathematically, adding bounds only entails writing that whichever version of S is used (Equation

2.31 or 2.33), the minimisation is subject to Li ≤ βi ≤ Ui , i = 1, ...,m, where m is the number of

fitting parameters, and L and U are vectors containing the lower and upper bounds on each of

the parameters. If the uncertainties are large enough or poorly estimated, or the parameters highly

covariant, adding bounds can avoid the minimisation procedure finding minima which correspond

to physically prohibited parameter values, such as n < 1 in the diode example.

2.3.1.2 Uncertainty in both variables: the need for ODR

The move from OLS to ODR when there is sufficient uncertainties in x , labelled σx , that it cannot be

assumed that x = x∗, but instead that

(2.34) xi = x∗
i +δ∗i , i = 1, ..., N ,

where δ∗ is a vector of true error values analogous to ε∗. Put another way, when seeking to measure

the true values of a point (x∗, y∗), we instead are measuring (x, y) = (x∗+δ∗, y∗+ε∗). So instead of

Equation 2.30, we have [204, p. 5][231]

(2.35) yi = f (xi +δ∗i ,β∗)+ε∗i , i = 1, ..., N .

For fitting, rather than minimising the vertical distance between the fitting curve and the data, we

now need to minimise a distance for each point which is at some unknown angle to the curve. A

right-angle is chosen as an approximation, to allow the distance to be defined as

(2.36) ri =
√
ε2

i +δ2
i , i = 1, ..., N .

This is the orthogonal distance for which ODR is named. Substituting for εi from Equation 2.35, this

leads to a definition for S in the unweighted case:

(2.37) S ≡
N∑

i=1
ε2

i +δ2
i =

N∑
i=1

(
f (xi +δi ,β)− yi

)2 +δ2
i ,

which must be minimised by manipulating the values of both β and δ. Indeed, it could in principle

be viewed as equivalent to an OLS problem where the length of β is m+N . However, actually treating

it this way would lead to a very flexible model with a very large risk of over-fitting, not to mention a

huge parameter space with a dimensionality that varied with the number of data. Weighting may be

11Of course in the circumstances described in the example it is much more likely that the measurement would simply
be re-run with steps taken to prevent the re-occurrence of the unforeseen interference, it being preferable to take higher-
quality data than post-process poorer data. However, there are situations when re-runs are not feasible or easy - controlled
access to gamma irradiation sources and time on synchrotron beamlines being pertinent cases.
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accomplished in a similar fashion to the OLS case, with weights for the abscissa, d , now also being

included, so that S becomes12

(2.38) S ≡
N∑

i=1
w2

i ε
2
i +d 2

i δ
2
i =

N∑
i=1

w2
i

(
f (xi +δi ,β)− yi

)2 +d 2
i δ

2
i .

The use of bounds is then the same as for OLS - specified bounds are not used for δ.

Finally, although the concept of ODR for fitting implicit functions is the same as for explicit

functions, the method is not. This is because if a function is implicit in y , it is also implicit in ε, and

thus the latter cannot be substituted out of the definition of the orthogonal distance. This means, in

effect, that it must also be manipulated to minimise a final definition of S,

(2.39) S ≡
n∑

i=1
w2

i

(
f (xi +δi , yi +εi ,β)− yi

)2 +d 2
i δ

2
i .

It is this minimisation over β, δ and ε that was performed in this work by ODR to fit the opposing-

diodes model, Equation 2.25. The bounded version of the algorithm, ODRPACK95 [204], was em-

ployed. Details of the implementation are given in the Methods section, Section 3.4.4.

2.3.2 Assessing the quality of a fit

Various methods of assessing the quality of a fit exist, with the choice between them depending on

whether, if one is forced to choose, one is looking to most accurately reproduce data, or to extract

physical values from a model with the most accuracy. For the reproduction of data, the best fit is the

fit that minimises the difference between the fit curve and the data. This may in principle be done

with an arbitrarily flexible model such as the polynomials mentioned previously as having been in use

for analysing MiM diodes [225] - the model need have no physical underpinning. For the extraction

of physical values from a model, the best fit is the one which (a) best reproduces the "true" parameter

values, and which, as such, is (b) based on a model which is true enough for one’s purposes. It will

use only fitting parameters which have physical underpinnings and this parsimony may lead the best

fit to nevertheless fail to completely reproduce the data. The reduced chi-squared statistic is often

used to strike a balance between these two, but it is not suitable for the opposing-didoes model.

2.3.2.1 The unsuitability of the reduced chi-squared statistic for the opposing-diodes model

Using the nomenclature established in the discussion of OLS and ODR, the (non-reduced) chi-square

statistic is defined for OLS as

(2.40) χ2 =
N∑

i=1

(
εi

σy,i

)2

.

12The manner of stating this expression in Boggs et al [202] is slightly different to Equation 2.39, but the paper makes
clear just below the problem statement that the expression is intended as equivalent to how it is expressed here.
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If instrumental weights were used, the summands may also be expressed as (wi εi )2, making it

identical to the definition of S for weighted OLS. The reduced chi-squared statistic is then defined as

(2.41) χ2
ν =

χ2

ν
,

where ν is the degrees of freedom of the model. It is commonly held that ν = N −m, that is, the

number of data minus the number of fitting parameters, as this is the case for linear models with

unbounded parameters. However, as was pointed out by Andrae, Schulze-Hartung and Melchior in

2010 [232], the concept of degrees of freedom cannot be so easily applied to bounded linear models or

non-linear models, with non-linear models often subject to changes in degree of freedom depending

on the values taken by the parameters. For comparison: a linear model yi = β1xi +β2, i = 1, ..., N

will always have N −2 degrees of freedom because β1 will always determine the gradient and β2 will

always determine the ordinate intercept. On the other hand, the opposing-diodes model is actually

designed to collapse into the conventional solar cell model when RSh1 → 0, so the ability of n1 and

I01 to affect the shape of the curve will diminish as RSh1 decreases. For this reason, and following the

advice of Andrae, Schulze-Hartung and Melchior, an alternative method is used in this work: residual

inspection with non-parametric testing.

2.3.2.2 Residual inspection and non-parametric testing

Whilst the opposing-diodes model is physically inspired, it is both complicated and involves a

relatively large number of fitting parameters with non-trivial influences on one another. The ODR

process stops when either of three conditions are met: parameter convergence, sum-of-squares

convergence, or an iteration limit. As such, the combination of ODR with the opposing-diodes model

is liable to over-fit data. Over-fitting is not necessarily all bad, as over-fit data will faithfully represent

the device within its characterised voltage range if the equivalent circuit is used by an engineer. But,

it reduces the physical reliability of the extracted parameters - insofar as they are physical themselves.

With χ2
ν not defined for the model, graphical inspection of the residuals is a less quantitative but

potentially more instructive tool. It may be backed up - to some extent, and with caution - with

quantitative results from non-parametric testing. Graphical inspection of residuals may be done

with histograms. In the ideal case in which a true model is correctly fit to high-quality data, the

histogram of instrumentally-weighted residuals will describe a normal distribution N (0,1), that is to

say having mean µwε = 0 and variance σ2
wε = 1. It is expected that for the ODR case, both the current

and voltage instrumentally-weighted residuals should be normally distributed in this way, and it is

easier and more instructive to analyse them separately than to apply the algebra of random variables

and analyse the distribution of the instrumentally-weighted orthogonal residuals. Instrumentally-

weighted residuals being perfectly normal with µwε = 0 and σ2
wε = 1 in practise will not happen with

I -V curves of only N = 100 to 200 points even if the model is physical and the fit is not an over-fit,

but graphical inspection can quickly give qualitative information on how close to the ideal the fit is.
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As we expect ODR to be liable to over-fitting, but perhaps to different degrees for different

datasets, it is helpful to have some quantitative measure of how severe the departure from normality

is. Non-parametric tests are useful for this, and the Kolmogorov-Smirnov (KS) test is used here. There

are more powerful and generally more recommended alternatives such as the Anderson-Darling (AD)

[233] and Shapiro-Wilk (SW) [234] tests, but the KS test is used here because it is powerful enough

to confirm and compare cases of over-fitting (if the KS test detects a departure from normality, so

will the AD and SW tests), and is comparatively simple. There being only limited utility in statistical

analysis of the residuals of an over-fit equivalent circuit model which reproduces the data well, a

balance has been struck in how far down the statistical path it is worthwhile to travel.

The Kolmogorov-Smirnov (KS) test 13 is a method of doing either of two things: (1) testing

whether a sample of data are drawn from a specified distribution, or, (2) testing whether two samples

of data are drawn from the same, unspecified, distribution. Using the OLS fitting as an example,

the Kolmogorov-Smirnov statistic for testing scaled residuals of one sample (1S) of N data against a

normal distribution is

(2.42) 1SDN = sup
wε

∣∣F (wε)−Φ(
wε;µwε,σ2

wε

)∣∣ ,

where sup is the sumpremum function, indicating the choice of the lowest upper bound (in this

context effectively the maximum) of its argument, andΦ is the cumulative distribution function of a

normal distribution N (wε;µwε,σ2
wε) which is given by

(2.43) Φ
(
wε;µwε,σ2

wε

)= 1

2

(
1+erf

(
wε− µwε

σwε

p
2

))
.

Φ returns the probability that a value wi εi randomly chosen from that normal distribution will be

less than wε. F is the empirical cumulative distribution function of the instrumentally-weighted

residuals and returns an analogous value, but is defined directly from said residuals by first ordering

them, and then for each wi εi , calculating how many scaled residuals with values less than that there

actually are in the data. As such, it is a stepwise function with a number of steps equal to the number

of data N .

When comparing two sets of N instrumentally-weighted residuals to ascertain whether they

are from the same, unspecified distribution, the two-sample (2S) Kolmogorov-Smirnov statistic is

defined similarly as

(2.44) 2SDN = sup
wε

|F1 (wε)−F2 (wε)| ,

where F1 and F2 are the empirical cumulative density functions of the two sets of instrumentally-

weighted residuals. The two cases are more clearly expressed graphically, as in Figure 2.17. The figure

shows the empirical cumulative density functions of two sets of random numbers drawn from the

same distribution N (x,0,1), and also showsΦ(x,0,1), to show how 1SDN and 2SDN are defined. In

13Original references: Kolmogorov [235], Smirnov [236]. For a discussion in English on testing for normality and why
the KS test has been superseded, see the commentary by D’Agostino, Belanger and D’Agostino [237].
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FIGURE 2.17. The cumulative density functionΦ for a normal distribution N (0,1), with
two empirical cumulative distribution functions F1 and F2 for two ten-value samples
taken from the same distribution. The values of the test statistics 1SDN for the one-
sample KS test for both samples against N are shown, as well as the two-sample KS
test statistic 2SDN of the two samples against each other.

short, the smaller the value of the KS statistic in either case, the more likely the empirical-/cumulative

density functions were generated from the same distribution. Because the number of instrumentally-

weighted residuals is finite, there must be some deviation from the perfect case of DN = 0, and so

the KS test produces a p-value like other statistical tests. The null hypothesis is that the residuals are

drawn from either the specified distribution (in the one sample case) or from the same distribution

(in the two sample case). A threshold, α, is chosen for p to have statistical significance, such that if

p <α the null hypothesis is rejected. Commonly, α= 0.05 is used, being the threshold below which

there is a less than a one-in-twenty chance of the data producing the KS test statistic as great as or

greater than that it did, in the case that the null hypothesis is true. This is the value of α used in this

work. The use of p-values has itself come under some criticism [238], but it is here taken as generally

safe to use a p-value if it falls clear enough of α in either direction, as it should do for a substantial

over-fit. The test cannot provide certainty in the other direction, so when p >α, it is said that the

test fails to give reason to reject the null hypothesis. When the p-value for µwε = 0 and σ2
wε = 1 is

substantially below α, but higher than α when µwε and/or σ2
wε take different values, this can also be
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of interest, as it may suggest that there is something physical that may be salvaged from the fit. For

example if onlyσ differs from the ideal value, this may suggest that the estimates for the measurement

uncertainty are the wrong size but that the model is otherwise correct. If µ deviates, then there is a

chance that the fit has fallen into a false minimum and that a better fit may be found with an offset

on the axis to which the residuals pertain. The secondary use the KS test may be put to in fitting

is to determine whether two fits have converged in a similar way, if their instrumentally-weighted

residuals are not distributed normally but the test has failed to reject the hypothesis that the two

sets of residuals are drawn from the same distribution. In a parameter fitting space with one or more

local minima in addition to the global minimum, this may give information on whether the fitting

procedure has ended in analogous minima between fits. The method of calculation of a p-value from

a KS test statistic depends on whether the test is for one sample or two, and in the case of one sample,

whether µ and σ have been specified a priori, or have been estimated a posteriori from the data

themselves. The reason for this latter point is that by estimating µ and σ from the data, the normal

distribution to test against has been made artificially more similar to the data being tested. Thus

were p-values to be calculated in the same way as when µ and σ are specified, they would be more

prone to falsely suggesting normality. In a one sample test where µ and σ have been specified, or in a

two-sample test,

(2.45) p ≈ 2
∞∑

k=1
(−1)k−1 exp

(−2k2D2
N N

)
,

provided N is large enough (the I -V curves to which the KS test is applied in this work provides large

enough N ). For a one-sample test where µ and σ are estimated, there is no convenient analytical

solution that covers all possible values of p, but Monte Carlo methods have been used to generate

corrections. The correction for this case is known as the Lilliefors correction [239]. The implementa-

tion of the Lilliefors correction used in this work is based on fourth-order polynomials and is detailed

in Section 3.4.3.
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3
EXPERIMENTAL AND COMPUTATIONAL METHODS

T
his chapter explains the methods used in this work. The techniques used to fabricate DGV cells,

and from there DGV devices, are first covered. Because the rationale and much of the theory of

the DGV design was laid out in the previous chapters, the material in this chapter is restricted

to the specifics of the fabrication methods. Following that, a section is devoted to the basic principles

of x-ray photoelectron spectroscopy and the specifics of its use in this work. A section is then given

to methods by which devices were electrically tested under irradiation, and the methods used for

that irradiation. Because these methods most closely match experiments on gammavoltaics in the

literature, particular emphasis is placed on how these methods do (or do not) contribute to knowledge

about the factors of comparability, accountability, capability, applicability, and longevity, which

were highlighted in the first chapter as being of particular concern for gammavoltaic research. Finally,

computational methods are discussed. These are the methods by which simulations were constructed

to compare to experiment, results were analysed, and various other miscellaneous project tasks were

accomplished.

3.1 Cell and device fabrication

In common with standard leakage-mode detectors, and Dr. Hutson’s dosimeter, the core of each

gammavoltaic cell was an electronic-grade, single crystal diamond, with dimensions 4.5 × 4.5 ×
0.5mm (i.e. a surface area of 0.205 cm2). "Electronic grade" is a diamond industry term indicating the

high purities needed for radiation detectors, quantum optics experiments, and other electronic uses.

In this case, the electronic grade specification referred to B impurities less than 1 ppb and N impurities

less than 5 ppb equivalent to ∼ 1014 cm−3 [240]. These diamonds were purchased from Element Six

Ltd of Oxfordshire, UK (product code: 145-500-0390). The crystal orientation was [100]. The diamond

was washed for 2 h in aqua regia at 65 °C, to remove any environmental contaminants and metal
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FIGURE 3.1. Schematics of the equipment used to fabricate a DGV cell. (a) The thermal
evaporator, showing i. the bell jar and chamber base, ii. the bell jar, iii. the dual metal
filaments and their electrode posts, iv. the quartz crystal microbalance, v. the contami-
nation shield between the two sources, and vi. the heating stage and thermocouple. (b)
shows the Terminator, including i. the base housing, ii. the electrode and chamber top,
iii. the electrodes within the chamber, iv. the manual pump valve used to fix chamber
pressure, v. the timer switch, and v. the variac-style voltage control and supply. In each
sub-figure, green arrows show where the sample is placed.
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residues from prior use. This process was also used as an under-contact oxygen termination step, in

line with established method [195]. 3.5 × 3.5 mm contacts, centrally located on opposing faces, were

deposited. Both the nichrome and aluminium were capped with gold under the same vacuum, to

avoid oxidation. Metals were deposited using resistive thermal evaporation, through shadow masks,

in an Edwards 306 Thermal Evaporator. The base pressure was ∼ 6 × 10−6 mbar, and substrates were

heated to 250 °C during deposition and for one hour beforehand. Using a modified sputter coater

(the "Terminator"), a DC oxygen plasma was struck at ∼ 3 kV and 1 Torr for 30 s, to further clean the

device. Schematic diagrams of the evaporator and Terminator are shown in Figure 3.1. These were

all the steps necessary to create a fully oxygen-terminated device. For partial hydrogen termination,

the chamber was then re-pumped and then a hydrogen plasma struck using the same voltage, and

duration. Whether using hydrogen or oxygen, the gas flow into the coater system chamber was 10

sccm. The standard method of producing a hydrogen termination on diamond is to treat a substrate

to a microwave-enhanced hydrogen plasma. This was not suitable for this application due to the

need for the contacts to be deposited prior to termination; the conditions of a microwave plasma are

too harsh for metal contacts, which will anneal and laterally diffuse. To assess the actual hydrogen

coverage attained by the coater system, x-ray photoelectron spectroscopy was employed, as discussed

in Section 3.2. Three cells were fabricated in this way, labeled samples E6_ELSC_2, E6_ELSC_3 and

E6_ELSC_5. One or more cells were mounted on an altered subminiature version A (SMA) connector

head to create a device, with the central pin connected to the low-barrier contact and the high-barrier

contact being connected to the external housing of the SMA pin with silver epoxy paint and a twisted

set of copper wires. A single-celled DGV device made in this fashion is rendered in Figure 3.2.

FIGURE 3.2. A render of a single-celled DGV device.
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3.2 X-ray photoelectron spectroscopy for termination stoichiometry

X-ray photoelectron spectroscopy (XPS) was used to estimate the surface coverage of hydrogen

achieved by the coater system during a standard cell fabrication. In this section, a brief and basic

overview of XPS as a technique will be given, followed by specific details of the XPS equipment and

process used to estimate coverage.

3.2.1 Basic principles of XPS

Photoelectron spectroscopy, of which XPS is one type, is an analytical technique widely used for

its ability to assess both the atomic composition of the near-surface region of a sample and its

adsorbates, and the chemical states of the atoms present [241]. Fundamental to it is the photoelectric

effect of Einstein, whereby [56]

(3.1) Te = hν−E vac
b ,

where h is Planck’s constant, ν is the frequency of an incident photon, E vac
b is the vacuum binding

energy of an electron prior to the impact of the photon, and Te is the kinetic energy of that electron

(the photoelectron) once it has been liberated by the impact of the photon. It is the measurement

of Te that is the goal of photoelectron spectroscopy. There is an energy cost for the escape of the

photoelectron, even from atoms at the very surface of a sample, due to electrostatic force. Likewise,

the spectrometer used to measure the kinetic energy of the photoelectron will have an associated

work function. This means that in practice, for measurements [242],

(3.2) T ′
e = hν−φspec −E f

b,

where T ′
e is the kinetic energy of the photoelectron as actually measured, φspec is the work function

of the spectrometer, and E f
b is the binding energy of the electron relative to the Fermi energy of the

sample. There are a wide range of techniques that employ this basic principle to different ends, with

the classic distinction being between the two techniques of ultraviolet photoelectron spectroscopy

(UPS) and XPS [243]. The range of x-ray energies used in XPS is such that core electron energies

may be probed [244]. These energies are unique to a given atom species, and may be shifted by the

chemical binding the atom is subject to [244], hence the analytical capabilities of XPS for quantifying

the elements present at a surface and also determining their binding states.

To measure the kinetic energies of photoelectrons, they are commonly passed through a slit, and

then through a magnetic field, before hitting a detector. The slit creates a beam of photoelectrons,

which the magnetic field then spreads out: photoelectrons with greater kinetic energy have their

trajectories bent less by the field [245].

XPS measurements may be performed in two different modes, which are often used in tandem.

Full survey measurements scan the entire energy range of the spectrometer, at a reasonable resolution

but not so high as to render the scan time unworkable. Such a survey will show several or many peaks,
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and can be used to identify the approximate elemental composition of the near-surface region and

its adsorbates. Once this is achieved, one or more peak scans can be performed. These focus on

an individual peak or peak region (where two or more peaks overlap) and are performed at much

higher resolution. Peak scans can be used to determine chemical information, as the shape, width

and precise position of an elemental peak is related to the chemical bonding of that element in

the sample. There are two particular difficulties with performing XPS measurements which require

mentioning, one specific to carbon-based samples such as diamonds, and one a generally-reported

problem in the field.

The first problem is to do with techniques used to account for sample charging using the C 1s

peak of adventitious carbon. Samples which are not fully-fledged conductors, and in particular strong

insulators, will charge when photoelectrons are removed by the measurement process. Charging

gradually leads to distortions of the measurement itself due to the increasing attractive force the

substrate exerts on liberated photoelectrons [246]. To account for this effect, and others with similar

results, experimentalists often make use of charge referencing [247]. Charge referencing is the pro-

cedure by which a peak is chosen for its known location in near-ideal situations, and its measured

location is then used to establish the energy offset in all other peaks. Because carbon-containing

compounds ("adventitious carbon") adsorb on all surfaces exposed to air [248], the C 1s peak from

these compounds is a widely-used charge reference, although doubts have been raised about some

aspects of the process [249]. For diamond, a material made entirely of carbon, the issue is obvious:

the surface atoms themselves, and their peak shifts due to chemical bonding, produce signals in the

same region as the adventitious carbon signal. XPS measurements of diamond must therefore use

a less common charge reference, or must be restricted to conducting diamond films. This second

approach has been used in this work.

The second problem is with analysing chemical information from XPS data. The curve-fitting

by which backgrounds and peaks are fitted to XPS data is among the more challenging class of data

analysis procedures: the class by which a correct-seeming result is relatively simple to achieve, whilst

an actually-correct result is far harder. Because any peak-like data may be fitted to arbitrary precision

if one allows oneself an arbitrary number of peaks [250], caution has been called for among XPS

specialists when fitting data [250, 251]. This work employs an intellectually conservative approach to

XPS data analysis.

3.2.2 Experimental procedure

XPS was used to estimate the hydrogen monolayer coverage attained using the coater system. Hy-

drogen cannot be detected directly by XPS in a normal laboratory [244], due to the low interaction

cross-section of hydrogen for x-rays, which necessitates the high flux capability of synchrotron XPS

[252]. Despite the use of two synchrotrons in this work, synchrotron XPS was not practicable due

to the need for a quantification standard, which meant the need for multiple re-terminations of a

sample. As such, hydrogen coverage was inferred from the oxygen-to-carbon ratio on an initially
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i.

ii.

iii.

v.

iv.

To pumps

vi. vii.

FIGURE 3.3. A schematic of the XPS section of the NanoECSA II, showing i. the inertial base,
on a concrete cube floated on an air cushion, ii. the x-ray gun, iii. the main chamber, iv.
the sample manipulator and stage, v. the electron collimator (in reality full of electron
optics), vi. the hemispherical analyser, separating the electrons out by energy, and vii.
the detector, converting hit position to energy.

hydrogen-terminated surface, as the oxygen coverage was incremented towards saturation. The

saturation of the oxygen to carbon ratio was taken to indicate a total oxygen monolayer coverage,

and the hydrogen coverage calibrated from this. A DGV was not used for XPS measurements, due

to the small surface area presented around the contacts and the insulating nature of the crystal.

Instead, the sample used was a [100] diamond used by Wan et al for a similar calibration [168], with a

conductive boron-doped top layer that prevented charging. Because this sample was single crystal

and the same orientation as the crystals used for the DGV cells, and the boron doping still made up a

very small portion of the surface atoms, this sample was considered a suitable stand-in for a DGV

for XPS purposes. XPS was performed in a Scienta Omicron NanoESCA II [253, 254] at the Bristol

Ultra Quiet NanoESCA Laboratory (BrUNEL) [255], using a monochromatic Al kα source (1486.7 eV)

and a 45° analyser angle. The use of monochromatic x-rays was important to prevent degradation of

the hydrogen-terminated surface regions during the scan, which is known to happen particularly

when a diamond is heated in vacuum [256], as would occur under a non-monochromatic source

[257]. A schematic of the XPS portion of the NanoESCA is shown in Figure 3.3. Both peak and survey

scans were performed. For peak O 1s and C 1s scans, a pass energy of 20 eV was used, and the overall

energy resolution was 600 meV. For the full survey scan, a pass energy of 50 eV was used. The sample
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was initially fully hydrogen terminated using a microwave plasma. After the spectra were taken for

the sample in this state, as a baseline, the sample surface was oxygen-terminated in 1 s increments in

the Terminator. XPS analysis was interleaved with the termination. Termination continued until the

raw O:C peak area ratio in the XPS spectra saturated. The sample was then subjected to the partial

hydrogenation recipe used for the DGV, including a de-ionised water rinse and an initial 30 s oxygen

plasma treatment. The survey scan was then used to find peak areas for relevant regions, to calculate

a contaminant-controlled O:C peak area ratio and estimate the partial hydrogen coverage for the

DGV. The results of this experiment are discussed in Section 4.1.

3.3 Irradiation and electrical methods

A variety of irradiation methods were employed in this work, each with complementary strengths

and weaknesses. In each case, the method by which the electrical properties and performance of the

device were analysed was by taking the current-voltage characteristic curves (I -V curves), whether

that be curves taken for changing photon energy or flux. This section will first discuss I -V curves

in more detail, before describing the various irradiation methods used. Because of the difficulty of

comparing between irradiation methods, mentioned in Section 1.5, Table 3.1 makes explicit what

information was known and not known for each method.

Irradiation
method

Activity Flux Absorbed dose Air KERMA dose

XRT N/A Y N N
SP8 N/A Y Y N
DLS N/A Y Y N
Co-60 Y N N Y
Cs-137 Y N N Y

TABLE 3.1. Comparison of quantities known for the various irradiation methods.

3.3.1 X-ray tomography microscope

A Zeiss Xradia Versa 520 x-ray tomography microscope (XRT), a schematic of which is shown in Figure

3.4, was used to test the difference between operation with an unterminated and partially terminated

surface. For these tests, the x-ray source was set to 160 kV accelerating voltage and 9 W power. The

characteristic emission lines of tungsten, the x-ray source material, in this range are Kα2 ≈ 58.0

keV and Kα1 ≈ 59.3 keV [258]. The predominant benefits of using the XRT were convenience and

power. Being a fully-interlocked instrument in a group-owned lab, the XRT presented few of the

administrative hurdles associated with the other irradiation techniques, and allowed a quick method

of testing the basic concept of the presented cell design. That is to say, of the factors mentioned in

the Introduction, the XRT was used predominantly to test capability and accountability, by flooding
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a cell with a high flux of mostly soft x-rays, for high energy deposition. Photon flux could, in principle,

be estimated from the source current. However, as the energy spectrum of the source is not known by

the manufacturer except in a qualitative sense, there was not much that could be gained by knowing

the photon flux other than to be confident is was quite high. By extension, the dose and dose rate,

both in terms of air KERMA dose and absorbed dose, were unknown for the XRT experiment. As such

the XRT could not be used for tests of applicability or longevity.

Because the cell design presented here is novel, the XRT was used to check that introducing sur-

face hydrogen to a diamond crystal with dis-similar contacts would indeed turn it into a functioning

gammavoltaic device. A cell was fabricated up to the point before hydrogen termination and then

irradiated in the XRT whilst an I -V curve was taken. It was then terminated with hydrogen, and

irradiated again whilst another I -V curve was taken. I -V curves were taken in air, with a Keithley

6517A multimeter both applying the bias and measuring the current. The bias was increased in

increments of 0.05 V. The bias ranges used were -50 to 50 V for both dark measurements, -0.1 to 0.55

V for the illuminated unterminated measurement, and -0.5 to 1 V for the illuminated partially termi-

nated measurement.10 measurements were taken per increment. A 0.1 s dwell time was employed at

the start of each increment to allow capacitative effects to settle. The results of this experiment are

discussed in Section 4.2.

3.3.2 Synchrotrons

Synchrotron irradiation experiments can be thought of as the "big science" equivalent of the in-house

XRT irradiation. The emphasis of the synchrotron irradiation experiments in this work was still on

the factors of capability and accountability, but some progress into applicability and longevity

i.

ii.

iii.

iv. v.

FIGURE 3.4. A schematic of the XRT, showing i. the interlocked chamber shielding, ii. the
runners on which the x-ray gun and detector could be moved, iii. the sample clip and
actuator stack, capable of linear motion in three dimensions and horizontal rotation,
iv. the x-ray gun and filter selection (the source was left unfiltered in this work), and v.
the detector and focal selector, not used. The green arrow shows the device mounting
position.
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could also be made. The primary focus of the synchrotron irradiation experiments was to probe

accountability, as the high brightness, known energy, and estimable flux allowed a greater degree

of comparison to simulation than the other irradiation methods. Dose and dose rate were not

immediately known quantities in the synchrotron experiments, but unlike in the case of the XRT,

absorbed dose could be estimated by comparison with a GEANT4 model, provided that model were

accurate. Validating the model was the basis of one of the experiments. Dose and dose rate in terms

of air KERMA remained unknown. Two synchrotrons were used: the SPring-8 synchrotron and the

Diamond Light Source synchrotron.

3.3.2.1 The SPring-8 Synchrotron

SPring-8 (SP8) houses what is, at time of writing, the world’s most powerful synchrotron, at the Harima

Science Park City of Hyogo Prefecture, Japan [259]. I -V curves were taken in air, using a Keithley 2400

Source-Measure Unit (SMU). The SMU was configured to take 100 measurements between -1 and 1 V,

with one measurement taken per bias step 1. Irradiation was performed with quasi-monochromatic x-

rays at 182.6 keV, at the BL08W beamline over a 24 h period. The flux was estimated at approximately

1.5 x 1010 γ.s−1 using a measurement with an air-filled ion chamber. The SP8 experiment was a

photoresponse mapping experiment, very similar to those used for conventional photovoltaics, at

least in concept [78]. The beam was constrained to a 1 × 1 mm2 square cross section, and moved

around the presented surface of a single-celled DGV, with an I -V curve being taken at each position.

This was an accountability experiment, in that it sought to tie the photoresponse map directly to a

GEANT4 simulation of energy deposition. By keeping photon energy and flux constant, it was hoped

that relevant physics would be kept to that which GEANT4 is designed for, rather than risking the

involvement of device physics. By testing the GEANT4 model in this way, the aim was to support the

model’s validity in other experiments where factors such as photon energy and flux were changed.

The criterion for validating the model was chosen such that the model was considered valid if there

was a linear relationship between simulated energy deposited, and measured current extracted

at a given voltage. The ISC was chosen for convenience. Sample positioning within the beam was

performed using a stage with micromanipulator screws, with the edge of the sample being located

by the lack of device response when the beam was positioned beyond the edge. The mapping was

performed over two perpendicular lines, in 0.5 mm steps. The results of this experiment are discussed

in Section 5.2.

3.3.2.2 The Diamond Light Source synchrotron

The Diamond Light Source (DLS) is the national synchrotron facility of the UK, located at the

Harwell Science and Innovation Campus in Oxfordshire [261]. I -V curves were taken in air, using

1This electrical test setup was different from that used for other irradiation experiments. This was due to the fact that
the experiment was kindly carried out remotely, by SP8 staff using locally available equipment, under the COVID-19 remote
participation regime in place at the time [260].
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monochromatic x-rays, over two 8-hour shifts on the I12 beamline [262]. The synchrotron beam

current was 250 mA, rather than the 300 mA which is normal for the facility. The beamline does not

operate in the energy regime of prominent waste isotopes such as Cs-137 or Co-60, but can provide

very precise energies between around 50-150 keV. This range is of interest, as it covers several gamma

emission energies, most prominently Am-241 [47, 48] and a significant portion of the U-235* fission

delayed-gamma spectrum [49], and in that sense allowed an applicability assessment. However,

this range is equally of interest because it is the region over which photon-electron interactions

transition from photoelectric (PE) dominant to Compton scattering (CS) dominant [263]. This was

the primary focus of the experiment - an accountability experiment - which was undertaken to

better understand the effect of the photon interaction mechanism on the electrical properties of a

single-celled DGV. 12 photon energies were used between 50 - 150 keV. Before exposing the cell to

each incident wavelength, the energy of the beam was measured with the monochromator crystals

unbent, using x-ray diffraction from a NIST Standard Reference Material® 674b CeO2 powder sample.

The photon flux of the beam at each photon energy employed is shown in Figure 3.5. The beamline

has controllable flux; however, this is achieved through aperture size. Because it was desirable to

keep the irradiated surface area constant, the flux was allowed to vary with the energy.

3.3.3 Co-60 Irradiation Cell

Co-60 irradiation was performed at a location containing several cells, holding sources of varying

strengths, externally shielded by their subterranean installation and internally shielded by lead bricks

and chicane architecture. The cells are room-sized, with four individually-retractable and interlocked

Co-60 sources. The size of the cells permit a wide range of dose-rates to be achieved geometrically,

without shielding, and thus without the complications arising from in-beam inelastic scattering. That

is to say, all of those gamma rays incident on samples in the cell are of 1.17 MeV and 1.34 MeV, the

emission energies of Co-60 [51], except a very small fraction scattered by the copper pipes into which

the sources are fed. A schematic diagram of the region of the cell containing the sources can be found

in Figure 3.6. Dosimetry located the maximum possible dose rate in the cell as 2,900 Gy/h air KERMA,

when the dosimeter was placed directly above the middle of the four sources. At the time, the four

sources comprised of two 6.4 TBq sources and two 7 TBq sources, for a total of 26.8 TBq. The minimum

achievable dose rate was below the 1 Gy/h air KERMA threshold of the dosimeter, which occurred

just over 1 m from the centre of the sources. Thus, I -V curves could be taken at dose rates reliably

measured over three orders of magnitude. In addition, because the four sources were individually

retractable, fifteen distinct dose rates were possible at each irradiation position via permutation

(neglecting the OUT/OUT/OUT/OUT source permutation, which of course gave no dose). In practice,

the sources were of sufficiently similar activity and location that fewer permutations were used. This

capability allowed consistent measurements to be taken that avoided positioning errors between

the dosimeter and the diamond gammavoltaic. This uncertainty became important at higher dose

rates, where the irradiation position was closer to the sources, as dose rate decay is geometric. The
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FIGURE 3.5. (a) The DLS synchrotron flux, calculated for the incident photon energies used
when taking I -V curves for the DGV, and (b) the resultant air KERMA dose rate, as
calculated using the approximation in Reference [264].

experiment primarily concerned comparability, as Co-60 is among the better-represented sources

used for gammavoltaic research in the literature. However, as Co-60 is often used as a stand-in for

Cs-137, for which there appear to be many fewer irradiation facilities, the Co-60 irradiation also acted

as an applicability test for the wide range of dose rates employed - analogous to the position a DGV

could occupy in a waste store - and also of accountability, as Co-60 results could be combined with

Cs-137 results (see Section 3.3.4) for comparison with a GEANT4 model that assessed both cases. For

the Co-60 experiments, air KERMA dose rate was known, and total air KERMA dose would have been

measurable but was not used, due to the short duration of the experiment. Photon energy was known

but flux was not, and as such, absorbed dose and dose rate, which was not known by other means,

was not calculable with a simulation. A phenomenological conversion equation between air KERMA

and flux does exist [264], but it assumes photons are incident through a single surface, which seemed

a valid approximation for the synchrotron experiments (flux to air KERMA), but not for the isotope

irradiation experiments (air KERMA to flux). Quantitative comparison to simulation was therefore

not possible for the Co-60 energy alone. However, the difference between Co-60 and Cs-137 cases
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FIGURE 3.6. A schematic diagram of the Co-60 irradiation cell, not to scale. Green arrows
correspond to positions at which the dosimetry and gammavoltaic I -V measurements
were made. Dotted circles show source positions.
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FIGURE 3.7. A schematic diagram of the Cs-137 irradiator, not to scale. Green arrows
correspond to positions at which the dosimetry and gammavoltaic I -V measurements
were made. The dotted circle shows the source position.

could be both simulated and measured, and so this difference was the object of comparison. I -V

curves were taken in air, between -5 and 5 V, using 0.05 V steps, using the Keithley 6517A. Because of

the focus on applicability, the device used for the Co-60 experiment was a triple-celled DGV. This

was very similar to the single-celled DGVs used elsewhere, but for the fact that it was built using

all three cells fabricated, glued together stackwise using silver epoxy paint. The results of the Co-60

experiment are discussed in Section 6.2.

3.3.4 Cs-137 Irradiator

A Cs-137 irradiator also became available for irradiation. The location and activity of the source

cannot be disclosed 2. The irradiator was housed in a sealed, secure vault and provided a single,

retractable source and chamber, with different dose rates achieved by sample positions. A schematic

2A condition of use, due to the risk Cs-137 poses were it to get into the wrong hands.
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diagram is provided in Figure 3.7. The maximum dose rate was approximately 3,200 Gy/h air KERMA,

the minimum was below the 1 Gy/h air KERMA measurement threshold of the dosimeter. As such, the

Cs-137 irradiator permitted measurements over the same three orders of magnitude as were available

in the Harwell Co-60 cell. I -V curves were performed in the same way as for the Co-60 experiment.

Two experiments were performed in the Cs-137 irradiator. The first experiment performed with the

Cs-137 irradiator was a complementary experiment to that performed in the Co-60 cell at Harwell:

I -V curves were taken over the full range of dose rates available. This was to assess, with more validity

than the Co-60 experiment, applicability to a waste store deployment. As previously mentioned,

this also allowed a comparison between simulation and measurement for the difference caused in

performance by using Co-60 and Cs-137 radiation. The results of this experiment, as for the Co-60

experiment, are discussed in Section 6.2.

The second was a longevity test and employed a single-celled DGV, built using sample E6_ELSC_2.

During this experiment, the DGV was irradiated at 1,350 Gy/h air KERMA for over 3.5 wks, for a total

air KERMA dose of over 800 kGy. This is just higher than the dose rates expected at the canister

surfaces in a nuclear waste store, as previously mentioned. Opportunities to perform this sort of

experiment are rare; outside of waste stores themselves, Cs-137 sources capable of generating this

sort of dose rate seem to be thin on the ground. Sources which do exist tend to be used for sterilising

biological samples, and as such are frequently and routinely used by the institutions that house

them. To have uninterrupted use of one for such a long period was therefore a valuable opportunity.

Because the building in which the irradiator was housed was to be closed down almost completely

over the duration of the experiment 3, with the exception of security visits to the vault, a temperature

and humidity logger was used to track these quantities. Both temperature and humidity are known to

affect the conductivity of hydrogen-terminated diamond surfaces when varied drastically [256, 265],

and the effect of the building closure on both quantities could not be predicted ahead of time. The

results of this longevity experiment are discussed in Sections 6.3.1 and 6.3.2.

3.4 Computational Methods

A number of computational methods were employed, both for simulation and for data analysis:

GEANT4 was used to simulate experiments carried out on the DGV from a particle physics perspec-

tive, Python scripts were created for electrical measurement automation, and analysis of experimen-

tal data employed techniques such as ordinary least-squares regression and orthogonal distance

regression performed with Python and Julia scripts.

A number of computers were used throughout the course of the work, and were largely in-

terchangeable in terms of their use for data analysis and programming. However, for numerical

3The building was to be closed for an extended duration due to the intersection of the Christmas holidays with a
COVID-19 lockdown. This enabled an experiment of this type to occur in the first place, as it created a long window
when the normally heavily-used irradiator would be vacant, but caused the potential for greater-than-normal changes in
temperature and humidity.
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simulation, hardware was important. They were transferred to a more powerful server-like computer

for running. The specifications of the this computer can be found in Table 3.2.

3.4.1 High-energy physics simulation with GEANT4

GEANT4 (Geometry and Tracking) was developed under the auspices of the RD44 collaboration at

CERN and is an open-source software toolkit, designed to simulate "the passage of particles through

matter" [266]. It was written by such a large and international group of collaborators that it has

been said to act "as a repository that incorporates a large part of all that is known about particle

interactions" [266]. As it is a software toolkit, rather than a simulation application, individual problems

often require applications to be built from scratch. This is a significant undertaking, particularly in

more complex cases which may, in extremis, involve creating the digital twin of equipment such as the

Compact Muon Solenoid experiment at CERN [267]. GEANT4 is also written in C++, which has many

benefits, such as speed, power and relatively homogeneous coding style between users due to being

an ISO standard language [268], but which is also known as difficult for those without significant

experience in the language. Based on these reasons, and the relatively small subset of GEANT4

functionality necessary for simulating a gammavoltaic, other options such as using more tailored

codes (e.g. PENELOPE [269]), or writing bespoke software, might appear more sensible. However, as

GEANT4 is open-source, it provides a more efficient route than building an application from scratch

under certain circumstances: if a GEANT4 application already exists which closely resembles the

problem at hand, it may be adapted. In 2012, Davis et al created a GEANT4 application for simulating

diamond radiation detectors for radioprotection applications in space [270]. The application contains

all physical processes necessary to describe the interaction of gamma rays with diamond and various

metals, and so was relatively easy to adapt to the needs of this work. The application is, additionally,

capable of event-level parallelism (as opposed to process-level parallelism). This latter feature was

added to the GEANT4 toolkit after the initial release, in order to improve memory footprint [271].

In common with the GEANT4 vernacular, an event here means the physical processes directly

Operating system (OS) Ubuntu 20.04.2 LTS (codename: focal) oper-
ating within Windows Subsystem For Linux,
version 2 (WSL2), running on Windows 10
Home version 10.0.19041.

System type x64
Processor Intel Core i9-10850K, CPU @ 3.60 GHz, 10

Cores, 20 logical processors.
Motherboard ASUSTek Computer Inc., TUF Gaming B460-

PLUS
Installed/total available physical memory
(RAM)

16.0 GB / 15.8 GB DDR4, 2400 MHz

TABLE 3.2. Hardware specifications for the computer that ran the simulations.
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resultant from the life-cycle of a single incident particle: its initial interaction, the interaction of

any secondary particles, etc. Each event is computationally independent. A process here means a

single running instance of the GEANT4 application. Event-level parallelism therefore allows the

simulation written by Davis et al to restrict parallel memory usage only to that which is needed

to differentiate events. The alternative would be to also hold a copy in memory, for each process,

of things common to all events, such as the detector geometry. Adapting the code of Davis et al

involved changing the geometry and materials involved in the simulation, and the particles used, but

otherwise the application stayed largely the same. The GEANT4 simulations were computationally

heavy, and as such were run on the more powerful computer mentioned above. Scripts to handle the

batching (i.e. changing of parameters) and data were written in both the Python and Bash languages.

Additionally, the application was altered to output data in CSV format rather than ROOT. The code

for each simulation was version-controlled with a Git repository, and can be viewed on the repository

hosting service Bitbucket. Links to each repository are given in the relevant sections.

Although individual simulations differed, the core concept in each was to simulate the energy

deposited into some region of a DGV by photons of a given energy which were incident upon it. As

mentioned in section 1.2, GEANT4 is not capable of semiconductor electrical simulations; energy

deposited into the device may be calculated with a high degree of certainty - at least so far as the

faithfulness of the physical model allows - but how that deposited energy is then harvested is not

simulated. Although the event-level parallelism was beneficial for computational speed, it implied no

time dependent simulation was possible. For example, a carbon atom ionised by a previous gamma

ray would not present a lower Compton scattering cross section to subsequent gamma rays.

Validation of the GEANT4 model was attempted by comparison to the SP8 results discussed in

Section 5.2. Simulations were also compared to the DLS experiment in Section 5.1 (using a single-

celled model) and the Co-60 and Cs-137 applicability experiments, in Section 6.1 (using a triple-celled

model). Details of the models can be found in those relevant sections.

3.4.2 Computational use of Lambert’s W -function in the opposing-diodes model

The Lambert W function cannot be expressed in terms of the elementary functions which program-

ming languages natively support 4. Furthermore, the nature of fitting models to data means that

sometimes, sets of parameter values may be tried which, although within the physical bounds set

on those parameters individually, create an argument to the Lambert W function which cannot be

computed due to the size of the exponential term in the argument. As a simplified example, the term

750exp(750) is beyond computable size on the computer this document is being written on, so even

though by definition W0[750exp(750)] = 750, a program will fail to process this argument. For these

reasons I have found it convenient to use the approximation method developed by Iacono and Boyd

[272] for the principal branch, with additional adaptations for very small and very large arguments.

4Although higher-level languages will often have easily-accessible packages to compute the function, such as SciPy’s
special functions section for Python, and LambertW.jl for Julia.
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This is a very short iterative procedure which uses a set number of iterations - three - to arrive at an

approximation of W0(x). It calculates W0(x) by first creating a new variable y , defined as

(3.3) y =
√

1+xe1 ,

then generates a first guess for w ≈W0(x) according to

(3.4) w0 = 2.036ln

(
1+1.14956131y

1+0.45495740ln(1+ y)

)
−1.

This starting point can then be iterated by applying

(3.5) wn+1 = wn

1+wn

(
1+ ln

(
x

wn

))
The reason this process stops after three iterations (i.e. setting W0(x) = w3) is that this is the point

Iacono and Boyd found that the relative error of the approximation came within machine precision.

The small number of iterations makes this a good candidate for loop unrolling, that is, hard coding

each of the iterations rather than using a loop, which can lead to performance improvements too.

There is an issue with the Iacono and Boyd approximation which they do not appear to have

noticed, which is that for very small values of x, the iterative scheme fails because it will attempt to

evaluate a logarithm with a negative argument. However this is easily remedied by noting that for

very small x, W0(x) ≈ x.

When x is very large due to containing a large argument to an exponential, Iacono and Boyd’s

method can be adapted to bypass the evaluation of x due to its use of logarithms. For this, a function

is defined as LW (ln(x)) ≈W0(x). Separating the logarithmic term in Equation 3.4 gives

(3.6) w0 = 2.036
(
ln

(
1+1.14956131y

)− ln
(
1+0.45495740ln(1+ y)

))
.

Due to the size of x, and hence y , in problematic cases, we can make the approximations that

(3.7) 1+1.4956131y ≈ 1.4956131y

and

(3.8) 1+0.45495740ln(1+ y) ≈ 0.45495740ln(y),

giving

(3.9) w0 = 2.036
(
ln

(
1.14956131y

)− ln
(
0.45495740ln(y)

))
.

Separating the logarithmic terms and collecting the resultant constants then gives

(3.10) w0 = 2.036
(
ln(y)− ln

(
ln(y)

))+0.8872333297094248.

By the same logic as before, for very large x, y ≈√
x exp(1) , allowing the final form for w0 to be

(3.11) w0 = 2.036

(
1

2
ln(x)− ln(ln(x))

)
+3.3164809893294738.
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The adaptation of the iterative scheme from that point requires no approximations, just the re-

arrangement of wn+1 as

(3.12) wn+1 = wn

1+wn
(1+ ln(x)+ ln(wn)) .

We then set LW (ln(x)) =W0(x) = w3 as before. For the opposing-diodes model,

(3.13) ln(x) = ln

(
I01RSh1

n1VT

)
+ (I01 − I )RSh1

n1VT
.

There are discontinuities in VD1 where the calculation of the Lambert W term moves between the

three methods, but comparison to circuit behaviour simulated with ngspice [273] for the model

suggest these discontinuities are minor when the case structure in Figure 3.4.2

3.4.3 Calculation of the Lilliefors correction

As mentioned in Section 2.3.2, the Lilliefors correction has no analytical form at present, and so its

calculation must be based on numerical approximation. Different software packages use different

approximations, and the Lilliefors correction to the KS test is also sometimes packaged separately

from the KS test as the "Lilliefors Test". The one used here is that provided by DescTools [274] using

fourth-order polynomials: first, let

(3.14) zn = Dn

(p
n −0.01+ 0.85p

n

)
.

Then,

(3.15)

p ≈



1 zn ≤ 0.302

2.76773−19.828315zn +80.709644z2
n −138.55152z3

n +81.218052z4
n 0.302 < zn ≤ 0.5

−4.901232+40.662806zn −97.490286z2
n +94.029866z3

n −32.355711z4
n 0.5 < zn ≤ 0.9

6.198765−19.558097zn +23.186922z2
n −12.234627z3

n +2.423045z4
n 0.9 < zn ≤ 1.31

0 1.31 < zn

Note therefore that below a certain probability << α = 0.05, the use of the approximation of the

Lilliefors correction will return p = 0 in cases where the uncorrected KS test will return smaller and

smaller values, with prevents the rough comparison of fits which both return residuals very unlikely

to be normally distributed.

3.4.4 Fitting I -V data

In line with the theoretical considerations discussed in Section 2.3, orthogonal distance regression

was chosen as the algorithm to perform the fitting of I -V data on account of its ability to take into

consideration uncertainty in both axes when fitting non-linear models, and the Kolmogorov-Smirnov

non-parametric test was used to supplement visual inspection of the fit residuals. ODR is provided
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Start

Input RSh1, I01,
n1, VT and I

Is (I01−I )RSh1
n1VT

> 100?
Use adapted Iacono
and Boyd process
W0(x) ≈ LW (ln(x))
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I01RSh1
n1VT

exp
(

(I01−I )RSh1
n1VT

)
< 1e-5?

Use W0(x) ≈ x

Use standard Iacono
and Boyd process

Output Lam-
bert W term

Stop

no
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yes

no

FIGURE 3.8. A flow diagram showing how the Lambert W function was calculated depend-
ing on the values taken by the opposing-diodes model parameters during fitting.
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with bounds under the name ODRPACK95 [231] as a Fortran 95/77 file which may be built by the user

using a compiler such as gfortran [275]. The user must write a Fortran file of their own which calls

the ODRPACK95 routines. There are easier ways to use it under some circumstances: the scientific

computing package for Python, SciPy, has an interface to the unbounded version of ODR released

in the 1980s [276], but discussion on its community boards suggest that the move to the bounded

version was never made because the volunteer developers did not feel that the licensing conditions of

the bounded version were sufficiently clear to permit it. On the other end of the scale, the proprietary

data analysis/scientific software OriginLab uses ODRPACK underneath its own software to supply

ODR in its premium version, OriginPro [277]. I did not make use of the SciPy offering due to the need

for bounds. Having tried to use the Origin offering, I found that the number of iterations needed,

and the sensitivity of the fit to starting position, made the constraints imposed by the Origin GUI

to be too cumbersome. As such, I reverted to writing a Fortran file of my own, as the authors of

ODRPACK95 originally instructed. This Fortran file included a function to implement the Iacono and

Boyd iteration scheme for the Lambert W function, as well as the modifications I made for small and

large arguments, as discussed in Section 3.4.2. Failing parameter convergence or sum-of-squares

convergence, it allowed a maximum of one hundred thousand iterations. For data handling and

performing the Kolmogorov-Smirnov tests, I used Julia [278] with the HypothesisTests.jl package

[279]. The Lilliefors correction I implemented in Julia myself, but the code was taken almost verbatim

from the R code in the DescTools package [274].

It was found that the fitting algorithm had difficulty converging to reasonable values - or some-

times even converging at all - if the start point for the fit was not chosen with sufficient care. As such,

start values were chosen visually by simulating data and comparing it to the data to be fitted, using

a reactive Julia-based notebook built with Pluto.jl [280]. A screen-shot of the notebook is shown in

Figure 3.9. This allowed parameter values to be quickly changed with both fine and coarse controls.

The fits were performed subsequent to my having derived the implicit I -V relation (Equation 2.25)

but before I had appreciated that the explicit V -I relation could be derived (Equation 2.26). As such,

starting values were found via SPICE simulation and updated in real time as the parameter controls

were changed. The spice simulator used was ngspice [273]. A quicker, simpler and easier method to

use in future would be to use the explicit V -I equation directly.

3.4.5 Miscellaneous tasks

In addition to the above, several miscellaneous tasks were handled with computational methods.

Figure creation for data presentation, as well as some basic data analysis such as VOC extraction of

small datasets, was performed in Origin [277]. Machine control, of the Keithley 6517A multimeter for

I -V curve acquisition, was performed using a Python script that used the PyVISA package [281] to

communicate via a USB to RS232 serial cable. For the long Cs-137 irradiation discussed in Section

3.3.4, this included bundling the script into a Linux-compatible executable, complete with simple

GUI, such that it could be run from a Raspberry Pi microcomputer [282], and controlled and checked
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FIGURE 3.9. A screen-shot of the reactive notebook used to simulate I -V curves against real
data to find start-points for fitting procedures. Where parameters may change over
orders of magnitude between datasets, controls have both fine and coarse controls
manipulated by mouse click. The figure shows RSh1 being changed at the fine scale.
The notebook runs a SPICE simulation of the opposing-diodes model using ngspice
for each change of parameter values.
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remotely using VNC Connect [283]. For some data operations, Julia [278] was used. This was partic-

ularly useful for handling large datasets such as the long Cs-137 irradiation, wherein, for example,

VOC values had to be found by interpolation for over 3,000 I -V curves, as well as those I -V data

themselves requiring manipulation for such things as figure creation in Origin. The relative ease of

composition of Julia, combined with its speed, aided this work. Finally, typesetting and some figure

creation was done with software under the TeX umbrella: pdfLaTeX via Overleaf [284] for overall

typesetting, TikZ [285] for band diagrams, and its extension CircuiTikZ [286] for circuit diagrams. The

template used as a basis for this document was written by Víctor F. Breña-Medina and made available

on Overleaf.
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THE QUANTIFICATION OF HYDROGEN COVERAGE ON THE DGV, AND ITS

NECESSITY FOR DEVICE FUNCTION

O
ne of the defining features of the DGV cell design presented in this work is the use of a surface

hydrogen termination to create a deliberate leakage path around the outside of the device.

The results in this chapter are concerned entirely with this concept and aim to answer three

questions. Firstly, given the use of an altered coater system is an improvised termination method, to

what extent does it successfully hydrogen-terminate the surface? Secondly, does the design work?

Finally, if the design does work, how significant is the hydrogen termination in allowing the device

to work? In the language of the Introduction to this work, this chapter deals with accountability

and capability. Those with a background in diamond surface science will naturally also ask to what

extent the hydrogen termination can survive irradiation. As this is likely to be dependent on the

radiation energy and strength, this question is addressed in Section 6.3, where isotopic gamma rays

are employed to assess applicability and longevity.

The work in this chapter is adapted from the work presented in A diamond gammavoltaic cell

utilizing surface conductivity and its response to different photon interaction mechanisms, Mackenzie

et al [65]. The x-ray photoelectron spectroscopy study was conceived of between myself and Dr. Hugo

Dominguez-Andrade of the University of Bristol, and undertaken with the consultation, direction

and physical assistance of Dr. Mattia Cattelan, then Manager of the Bristol Ultra Quiet NanoESCA

Laboratory at the University of Bristol but now of the Elettra Sincrotrone Trieste, Italy. The irradiation

experiment, I undertook alone.

91



CHAPTER 4. THE QUANTIFICATION OF HYDROGEN COVERAGE ON THE DGV, AND ITS NECESSITY

FOR DEVICE FUNCTION

4.1 Quantification of surface termination via x-ray photoelectron

spectroscopy

XPS was employed, via the techniques discussed in Section 3.2, to estimate the hydrogen surface

termination. Surface terminations are given in fractional quantities (i.e. a full monolayer of a species

is given as θ = 1).

4.1.1 Full survey scans

Figure 4.1 shows the full survey scans for each plasma treatment. As well as the expected carbon and

oxygen signals, there are very clear sodium peaks in several of the scans, as well as a minor fluorine

peak. There is also a very small peak in a region associated with molybdenum. If anything, this is

likely a slight misalignment signal from the molybdenum sample mounting, though it is too weak to

analyse with any confidence.

The sodium and fluorine signals are believed to originate in elements of the coater system cham-

ber construction. As no significant chlorine signal was seen, it is likely that the sodium contamination

came from pre-existing sodium oxide rather than any salts from manual handling. The chamber

of the coater system is made from borosilicate glass, in which sodium oxide is used as a flux. It is

therefore considered likely that some chamber etching took place during oxygen termination. It is

noteworthy that no such sodium signal was present after the hydrogen termination step, suggesting

that no sodium oxide contamination is present on the DGV to interfere with expected electrical

behaviour. The small fluorine signal is likewise expected to come from Fomblin® grease used in a

nearby chamber seal. The existence of sodium in the calibration terminations had implications for

the monolayer estimation, which is discussed further in Section 4.1.3.

4.1.2 O 1s and C 1s peak region scans

The O 1s and C 1s regional XPS scans are shown in Figure 4.2. In a qualitative sense the spectra

follow the expected behaviour, with the oxygen signal becoming stronger with increasing oxygen

termination duration and the carbon signal, visible through the undetectable hydrogen, reducing

as an oxygen monolayer establishes itself in place of that hydrogen. The form of the O 1s signal in

particular made it difficult to deconvolute into single, chemically-shifted components. The shoulder

around 530 eV in several of the spectra suggests metal oxide contamination [287], as indeed would

be expected, as these are the same scans for which sodium was found to be present. These same

scans likewise showed an increased signal in the areas expected for sodium Auger peaks: 535 eV

[288–291] and 500 eV [290] . It is likely that the O 1s region contains, at least, signals from various

carbon-oxygen bond types, e.g. the C-O and C=O bonds at 532 eV and 533 eV respectively [291, 292].

It was decided that a fit generated for the region would be too arbitrary. The region around 287 eV in

the C 1s scan may indicate a transition of carbon-oxygen bonding type, which is consistent with the

O 1s scan region. Moreover, we can observe a clear C 1s shift to higher binding energy with increasing
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FIGURE 4.1. Full XPS spectra for the calibration sample for each plasma treatment, with
five datasets given for seconds of oxygen plasma exposure after a full hydrogen termi-
nation, and a sixth given for the DGV recipe of 30 s oxygen plasma exposure followed
by 30 s hydrogen plasma exposure. As well as the expected oxygen and carbon peaks,
additional peaks corresponding to sodium and fluorine are present, as well as a small
signal at 232 eV believed to be a molybdenum 3d1/2 peak. The top of the C 1s peak has
been cut for clarity.

oxygen content, as found by Wan et al [168]. Overall, the lack of confidence in attributing specific

chemical states to the peak scans meant that less information was gathered in this measurement

than might have been possible with a less contaminating termination procedure. The peak scans did

not generate much more quantitative information than the survey scans, although the qualitative

hints it provided were instructive in a broader sense.

4.1.3 Monolayer estimation

Due to the presence of sodium on the sample surface, as seen in the survey scans, and the relative

lack of extra quantitative information provided by the peak scans, the survey scans rather than

the peak scans were used for coverage estimation. To determine an accurate O:C peak area ratio

related to the diamond, an oxygen signal corresponding to Na2O was linked to the sodium peak

area, and subtracted from the total oxygen peak area ratio once photoemission cross sections and
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FIGURE 4.2. (a) The O 1s and (b) C 1s regions of the XPS calibration sample, scanned at a
higher energy resolution.

stoichiometry were taken into account. This oxide form was chosen because it is the most stable in

the highly oxidising environment that the sample had been subjected to. The remaining oxygen was

assumed to be a terminating surface layer. The O:C ratios are shown in Figure 4.3. The saturation of

this quantity allowed an estimate of full monolayer coverage, also shown in the figure. Saturation was

modelled with an exponential fitting curve, given by

(4.1) TMAX

(
1−e

−t
τ

)
+T0,

where TMAX = 8.2±0.7 % is the maximal addition to the O:C ratio deliverable by the termination

process, τ = 1.3± 0.3 s is an exposure time constant for the surface monolayer formation, and

T0 = 1.3±0.5 % is the contribution of pre-termination surface oxygen to the O:C ratio. For this fit,

R2 > 0.98. This generates an estimate for the O:C ratio expected for a total oxygen monolayer as

(4.2) TSAT = TMAX +T0 ≈ 9.5%.

Propagating uncertainty through this equation, by the normal methods, is likely to lead to a decep-

tively tight margin of error. In reality, the process of transporting the sample between the coater

system and the XPS equipment will have introduced adventitious hydrocarbon surface contaminants,
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Model ExpDec1

Equation y = A1*exp(-x/t1) + y0

Plot
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C_norm'

y0 9.44443 ± 0.60781

A1 -8.18203 ± 0.69696

t1 1.30186 ± 0.29639

Reduced Chi-Sqr 0.21182

R-Square (COD) 0.98969

Adj. R-Square 0.97938
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Model ExpSaturation (User)

Equation A*(1 - exp(-x/t1)) + y0

Plot
'O_norm-(Na_norm*0.5)*100/

C_norm'

A 8.18271 ± 0.6984

t1 1.3024 ± 0.29788

y0 1.26269 ± 0.45654

Reduced Chi-Sqr 0.21182

R-Square (COD) 0.98969

Adj. R-Square 0.97938
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FIGURE 4.3. (Left ordinate) the ratio of O:C atoms on the surface of the diamond cal-
ibration sample, after starting from a full hydrogen termination and exposing in-
crementally to a DC oxygen plasma. The oxygen signal is controlled to account for
contaminating Na2O. The ratio was determined by XPS. (Right ordinates) the cal-
culated corresponding oxygen and hydrogen monolayers, θO and θH. The hydrogen
proportion can be taken as the only other species on the surface. The reference arrow
shows the signal obtained from the sample after it was subjected to the partial hydro-
gen termination recipe used for the DGV, and the corresponding monolayer values.
The orange line is a fitted exponential saturation curve, described in 4.1, for which
R2 > 0.98.
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capable of causing more systematic uncertainty than that random uncertainty inherent in the mea-

surement. As such, the more cautious approach is to treat the value of TSAT as wholly approximate

rather than bounded by a calculated uncertainty margin.

Measurements of the O:C ratio after the partial hydrogen termination gave a value of 6.84 %,

corresponding to a calibrated oxygen monolayer coverage θO ≈ 0.7, assuming total coverage for the 4

s exposure. As the sample started off with a full hydrogen termination, it is assumed that the partial

hydrogen coverage after termination was θH ≈ 0.3. The approximate nature of TSAT of course confers

the same level of uncertainty on θO, and hence θH.

The XPS data provided a fair calibration of the partial hydrogen termination process, despite the

sodium contamination.

4.2 The question of the efficacy of hydrogen termination

To answer the questions of whether the presented design worked as a gammavoltaic, and if so, to

what extent the surface hydrogen termination played a role, a single-celled DGV fabricated using

sample E6_ELSC_5 was irradiated using a laboratory XRT, as outlined in Section 3.3.1. Figure 4.4

shows dark I -V data taken between -50 to 50 V, and illuminated I-V data taken at voltages within

a margin of the power-producing quadrant, from the device with no hydrogen coverage (θH = 0.0)

and after partial hydrogen coverage (θH ≈ 0.3). P-V curves are also given for the illuminated cases. In

the dark, the unterminated device acted as an ohmic resistor with a very high resistance of around

3 TΩ, as would be expected, with a small ingress into the power-producing curve which, in the

absence of illumination or significant temperature, seems most likely to be due to systematic error

in the measurement apparatus. With a partial hydrogen termination the dark I -V curve over the

same voltage range is rectifying in nature, with a smaller ingress into the power-producing quadrant

which again seems most likely to have come from systematic measurement error. The differential

resistance of the sample when partially terminated is otherwise mostly greater in the dark than prior

to termination - an unexpected state of affairs for which the reason is not clear. Turning to the curves

under illumination, the device produced only a small gammavoltaic effect with no hydrogen coverage,

generating currents of the order of 10 pA. The curve is at the limits of the multimeter resolution, but

there does appear to be a jump around -0.2 nA, which based on similar effects in later measurements

may have been due to auto-ranging error in the multimeter. Unfortunately, auto-ranging error was

not identified as the culprit of these jumps until later work in the project, and is generally responsible

for jumps in I -V data when they occur near currents with first significant figures near 2 at certain

orders of magnitude. The F F was not considered sensibly calculable, due to the form of the P-V curve.

When the partial hydrogen termination was applied, the device showed a clear gammavoltaic effect,

with a short-circuit current ISC = 400 nA, four orders of magnitude greater than hen no termination

was present, a VOC = 0.8 V and an F F = 0.43±0.01. Comparison may be drawn to work by Conte et

al [293], in which MESFETS based on hydrogen-terminated diamond were triggered by UV pulses,
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FIGURE 4.4. I -V curves taken with the device and the related P-V curves, first with no
hydrogen coverage, and then with θH ≈ 0.3 as estimated with XPS. The devices were
driven with broadband X-rays from the XRT. Uncertainty in the hydrogen-terminated
I-V case was < 10 nA.
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which turned the devices on via photogenerated holes. There appears to be an auto-ranging error

in this I -V data also, visible near -200 nA, which due to its position in voltage, appears in the P-V

curve too. The transition in the I -V behaviour from the dark to the illuminated cases for the device

when it was partially hydrogen terminated is not the same as is expected from the conventional

photovoltaic model; the dark I -V curve cannot be transformed into the illuminated I -V curve by

adding a constant current offset, such as would be the case if the equivalent circuit were to solely

have IPh altered as in Figure 2.7.

This test showed that the presented design is capable of acting as a gammavoltaic, and suggests

that the partial hydrogen termination was necessary (though perhaps not sufficient) to account for

that level of gammavoltism. This supports the design principle put forward in this work, suggesting

that creating a conductive surface does indeed capture scattered secondary particles from photons

interacting with the bulk. As the hydrogen termination is a single atomic layer, the capture cross

section would be too low for this output to come solely from photons interacting at the surface.

However, it remains unknown whether the entire bulk is takes part in the mechanism, or whether a

shallower sub-surface region is responsible. An attempt to address this question is given in Section

5.2. Also, whilst in published work [65] I and co-workers 1 used the above result as justification for

using a hydrogen termination in all circumstances, it does not account for dose rate. Whilst the

hydrogen termination does appear to have played a significant and necessary role in allowing the

DGV to function when irradiating it with the XRT, at sufficiently high dose rates, charge injection

throughout the device may become so substantial that a hydrogen terminated layer is not necessary,

and to some extent this oversight is perpetuated in the work presented in Section 5.2.

The fill factor was quite low - contemporary solar cells can reach F F > 0.8 [294, 295]. This is likely

due to both shunt and series device resistances, visible in the gradual slopes of the trace, in contrast

to the ideal step shape. Both quantities are expected to be influenced by the hydrogen coverage. The

hydrogen coverage, 0.3, was relatively low, and is not optimised. As the 2DHG resistivity can change

by orders of magnitude with different adsorbate coverages [256] it is likely that this parameter will

significantly affect device performance and act as an avenue for improvement. It is not certain that

as high a coverage as possible would be optimal; a coverage too high may short the device, or reduce

the ability of the surface to collect charge carriers. I expect, at present, that a medium-low hydrogen

coverage may be optimal for this type of device, with the surface hydrogen acting similarly to a dopant

in a conventional semiconductor junction: high enough in concentration to allow current to flow, but

low enough that the built-in electric field may vary over the surface, and hence separate charge. It

may be that this view is mistaken, and that in fact, as high a hydrogen coverage as possible is desirable.

In this case, a stable and reproducible bulk counterpart to the surface termination would be graphite

pillar electrodes. These are increasingly prevalent in diamond detectors [96, 163, 296–300], but also

have the distinction of having worked well in an energy device: the diamond photon-enhanced

thermionic energy converter of Girolami et al [162]. Laser processing might also be prove useful in a

1The oversight was solely mine.
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more typical sense, in that excising a regular array of trenches from the bare areas of diamond prior

to hydrogen termination could increase the surface area available to collect charge. This would of

course require optimisation, as the deeper such trenches got in order to increase surface area to

collect charge, the smaller the volume there would be available to interact with gamma rays in the

first place. A systematic study along these lines might fruitfully look at plasma-based diamond etch

methods first for controllable, iterative diamond removal [301] before moving on to faster but more

aggressive laser processing.
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5
SYNCHROTRON- AND SIMULATION- BASED STUDIES OF THE PHYSICS OF THE

DIAMOND GAMMAVOLTAIC CELL

T
his chapter presents results from an investigation into the performance of a single-celled DGV,

built using E6_ELSC_5, under irradiation at the SP8 and DLS synchrotrons. Firstly, a GEANT4

simulation of energy deposited into the device over the Gamut, with a 1 keV resolution, is

presented. Secondly, the photoresponse mapping experiment carried out at the SP8 synchrotron,

and its associated GEANT4 simulations, are presented in an attempt to validate the GEANT4 model

geometry being used throughout this work. The validation is based on the idea that there should

be a linear relationship between deposited energy Edep and short-circuit current ISC when the flux

and and photon energy are held constant, and the validation is not entirely successful. A similar

simulation is then presented where the photon energies and energy spectra are modelled on the

beam energies and spectra used at the DLS synchrotron. I -V curves measured under irradiation

from these energies are then presented, with ISC, VOC, PMPP and F F extracted or calculated from

the data as relevant. Because the synchrotron flux changed with photon energy, these quantities are

first plotted against both variables. The PMPP and incident power Pγ values re used to calculate η

values for each curve. The GEANT4 simulation is used to supply estimates for the deposited power

Pdep to allow ηdep to be estimated for each curve. In an attempt to isolate any effects caused purely

by the photon energy, and on the proviso that the VOC is fairly stable across all curves, the ISC and

PMPP values are then normalised according to the flux the synchrotron delivered for each curve. The

studies in this chapter are mainly for the purposes of accountability, but it should be noted that the

photon energies in the synchrotron studies cover the Am-241 emission energy and a large part of the

U235* fission delayed-gamma spectrum. As such, P and p values are given for Am-241, but they are

for very high dose rates and therefore unlikely to be of much practical use.

Some of the work in this chapter, the Diamond Light Source experiment, is adapted from the
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work presented in A diamond gammavoltaic cell utilizing surface conductivity and its response to

different photon interaction mechanisms, Mackenzie et al [65]. It benefited from the consultation

and physical assistance of Dr. Thomas Connolley, Principle Beamline Scientist of Beamline I12 at the

Diamond Light Source, who also performed the photon energy measurements. It also benefited from

the administrative and physical aid of Dr. Peter G Martin of the University of Bristol. The presentation

differs in this work from that in the paper predominantly in the removal of a method used in the

paper to extract series resistance from the flux-normalised I -V curves, which was an extension of a

method taken from Schröder’s Semiconductor Material and Device Characterisation [159, p. 157][302].

I am no longer sufficiently confident that it is valid to present it here, having had the benefit of

critical feedback on top of the normal peer review process when this work was examined viva voce 1.

Similarly for flux normalisation of ISC and PMPP: this procedure was deemed valid by peer reviewers

and also when this work was examined, but it is presented below in addition to, rather than instead of,

the raw I -V curves in case flux normalisation should later be found to be invalid due to non-linearity

between current and flux under these experimental circumstances.

At the time of writing, the SPring-8 data are being prepared for an article titled A triple-celled

diamond gammavoltaic device tested for performance and longevity under irradiation from Cs-137

and Co-60 gamma rays. Due to global events, they were taken using samples I prepared under the

auspices of my experimental design, but otherwise at the hands of collaborators Dr. Yukihiko Satou,

Dr. Takahisa Shobu, Dr. Tatsuo Fukuda, Dr. Tsuyoshi Yaita, and Dr. Kenji Yoshii of the Japan Atomic

Energy Agency, and Dr. Naruki Truji of the Japan Synchrotron Radiation Institute. These colleagues

also consulted on experimental design. The simulations I undertook alone.

5.1 GEANT4 simulation of a single-celled DGV irradiated with

monoenergetic 1 - 2000 keV photons

5.1.1 Simulation details

The simulation geometry used for single-celled DGVs can bee seen in Figure 5.1.

The silver conductive epoxy paint, which in reality had a blob shape due to being applied with a

paint brush, was approximated by a truncated cone. The copper wire strands, twisted together and

used to connect the cell to the SMA outer housing, were approximated by five strands set parallel in

front of the device in section. The low-barrier and high-barrier contacts were approximated as 100

nm thick and pure gold. The SMA connector pin was modelled according to specifications: a steel-303

pin coated with approximately 2 µm of gold. The geometry was surrounded by air at 40 % relative

humidity. Photons were fired from a planar source directly at the device, the planar dimensions of

1The resistance extraction method was used in the paper to support the idea of resistance decrease being tied to an
increase in the proportion of Compton scattering events, so work is ongoing to understand whether the record may need
to be corrected in some way such as by corrigendum. Any fault in the use of the method lies with me and not the other
authors on the paper.
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FIGURE 5.1. The GEANT4 geometry used for simulating single-celled DGVs. Gamma rays
originated at randomly-generated positions in a planar square region the same size as
the cell cross-section on the left-hand side of the simulation cuboid. The silver epoxy
is modelled as a truncated cone, and the twisted copper wire as five repeated straight
sections in front of the device. The whole diamond was treated as a sensitive volume.

the source matching those of the diamond. The sensitive volume of the diamond (i.e. the volume

in which energy was counted as collected if it was deposited there) was assumed to be the whole

diamond. This assumption is tested in the next section.

The Git repository for this simulation can be found at

https://bitbucket.org/RobbieMackenzie/singlecellmono/src/main/

5.1.2 Simulation Results

The quantities collected by the simulation were the number of hits (i.e. the number of primary gamma

photons which deposited energy into the diamond), the energy deposited (Edep) per hit, and the total

Edep in the run. The simulation having had 20 threads and ten million primary gamma photons, the

number of hits and the total Edep should be read as having been for 500,000 primary gamma photons.

These quantities are shown in Figure 5.2. Absorption (i.e. the number of hits) starts out as effectively

total for 1 keV photons - complete attenuation. It is constrained geometrically by the existence of
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FIGURE 5.2. GEANT4 simulation data of the number of hits, the energy deposited per
hit, and the energy deposited in total for a single-celled DGV with 500,000 incident
primary gamma rays, across a range of energies. 10 million gamma rays were spread
out over 20 threads. An additional ordinate is provided to convert between total energy
deposited in GeV and absorbed dose in µGy, taking the mass of the diamond into
account. Pink circles show the emission energies of isotopes which are important for
gammavoltaics.
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silver epoxy in front of the diamond, rather than energetically by the probability of the photons being

absorbed once they get to the diamond. This drops abruptly towards about 20 keV and then more

gradually from there to 2000 keV. Edep per hit conversely starts low, because the photons do not start

with much energy, comparatively speaking. There is an initial peak due to the opposing influences

of photon energy rising whilst the absorption falls, these influences reversing in their strength until

just after 20 keV, where the absorption starts to drop more gradually and thus, the continuing linear

increase in photon energy starts to dominate. This effect eventually saturates at around 1000 keV.

Finally, the total Edep, which is theoretically the product of the two previous quantities, has a sharp

peak in the lowest energies, coincidentally matching precisely with the emission energy of Fe-55,

despite portable gammavoltaics not being the focus of this work. Conversely, the same quantity has a

very distinct local minimum which coincides with similar precision to the Am-241 emission energy.

Ultimately the total Edep shows its broadest peak - the range at which the DGV is most effective for

a given flux - at higher energies. The isotopic emission energies of Cs-137 and Co-60 are both near

the top of this peak and at similar heights, albeit on opposite sides of the peak. Conversion between

total Edep and absorbed dose, using the known dimensions and density of the diamond, show that

500,000 gamma rays over this energy range will tend to lead to an absorbed dose of a few Gy.

GEANT4 events (the computation associated with each primary gamma photon) are independent,

which means the results can be linearly scaled for hits, total Edep and absorbed dose.

5.2 Photoresponse mapping of a single-celled DGV at the SPring-8

synchrotron for simulation validation

This section presents a photoresponse mapping experiment undertaken at the SP8 synchrotron. The

experiment was performed with a quasi-monochromatic 182 keV beam with a square cross-section,

dimensions of 1 × 1 mm2. Sample E6_ELSC_5 was mounted as a DGV and the beam was moved

around the surface, to investigate the contribution made to the current output by different regions

of the cell and compare it to energy deposition as simulated. I -V curves were taken at each beam

position, though only the ISC was used in this analysis. The experiment was compared with a GEANT4

simulation, in an attempt to validate the assumption that the whole diamond could be treated as

the sensitive volume. As mentioned in Section 3.3.2, the validation criterion was that the simulated

deposited energy be linearly related to the measured ISC.

5.2.1 Simulation details

The simulations were based on that used in the monoenergetic simulation, with the same geometry

employed and same basic approach. Two simulations were run, via separate Bash scripts. The first

was a pixel mapping-style simulation in which a 0.5 × 0.5 mm2 beam was stepped over the whole

face of the device in 0.5 mm increments, to produce a contour map. The second was a match to the

actual experiment, with a 1 × 1 mm2 beam moved in 0.5 mm increments along the lines used, so that

105



CHAPTER 5. SYNCHROTRON- AND SIMULATION- BASED STUDIES OF THE PHYSICS OF THE

DIAMOND GAMMAVOLTAIC CELL

energy deposition could be compared directly with measured ISC. Using a larger beam than step size

can be expected to have had a spatial averaging effect.

The Git repository for this simulation can be found at

https://bitbucket.org/RobbieMackenzie/singlecellsp8/src/main/

5.2.2 Experimental details

Although only the ISC was used for model validation, full I - V curves were taken. These I -V curves

were different to those measured in previous experiments in that two points either side of 0 V had to

be interpolated to arrive at an ISC value. Only these ISC values were used in this analysis, but the full

I -V curves can be found in Appendix B.

5.2.3 Results

Figure 5.3 shows the results of the two simulations and the ISC measurements. The contour map

produced by the first simulation, subfigure (a), shows an enhancement in the energy deposited

into the device due to the silver epoxy paint, suggesting that from a device design perspective, the

epoxy had acted as a form of "scatter shroud". Furthermore, there is a slight, but noticeable, increase

in energy deposition due to the copper wire strands, even though the gap between these and the

diamond, of 1 mm, can be expected to have attenuated the flux of scatter products from the wires.

There is also a much milder effect, visible in the map of the bare contacts, by which more central

beam positions deposit more energy. This is as would be expected when considering the fact that

photons incident closer to the edges of the cell face are more likely to produce scatter products that

escape the edges of the cell, their energy being lost to it. However, the circular imprint in the map,

lined up as it is with the outline of the silver epoxy, demonstrates that the scatter shroud effect is

more prevalent here.

The second simulation, subfigure (b), in using a larger beam size and in being restricted to only

two linear tracks, provided less spatial information but was more directly relevant to the experiment

which it mirrored. The measurement heatmap which the simulation heatmap mimics, subfigure

(c), showed the measured ISC values which it had been hypothesized would be proportional to the

simulated Edep. The bar plots in the simulation heatmap and measurement heatmap are equally

scaled. It can be seen that there is reasonable overall agreement in these heatmaps/bar charts

between simulation and measurement, although the measured ISC appears to drop off more quickly

towards the edges of the device than the simulated Edep. The relationship between measured ISC and

simulated Edep was fitted using ODR with

(5.1) ISC =αEdep,

where α= 1.6±0.13 nA/MeV. In terms of fit quality, the model was linear and so the χ2
ν statistic could

be used. The orthogonal χ2
ν = 1162, indicating an underfitting model. There was one point which

appeared as though it could be an outlier, indicated in Figure 5.3 with a pink arrow. It is not clear
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FIGURE 5.3. Simulation and measurement results for the SP8 photoresponse mapping
experiment. (a) shows the contour map of Edep produced by the first simulation. (b)
shows the Edep in the second simulated designed to mimic the experiment, including
bar plots for each linear motion of the beam. (c) shows the same type of plot but
using the measured ISC values for the map. The position co-ordinates are slightly
different in this subfigure compared to the previous two as they are measured from the
initial position of the beam rather than the centre of the face of the DGV. In the three
map sub-figures, the white dotted lines are outlines of cell components: the diamond,
contact, silver epoxy and copper wire as used in the simulation geometry. Finally, in
(d), the measured ISC values are plotted against the simulated Edep values. Also in
this figure is a linear fit according to Equation 5.1, performed with ODR. For this fit,
χ2
ν = 1162, indicating an underfitting model. When the point identified in subfigures

(c) and (d) with a pink arrow is removed from the fit, the fit remains almost identical
but χ2

ν = 738, indicating a better but still poor fit.
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what caused this measurement to be so low. It is possible that a combination of irregular tall paint

and inhomogeneous concentration of wire strands, not present in the model, combined to create a

location of significant shielding on the face of the device. Still, one might expect the spatial averaging

of the 1 x 1 mm2 beam to smooth this effect, but that does not appear to have happened. It is possible

therefore that this low measurement was the result of a problem with the measurement itself. The fit

was performed both with and without this point. The value of α barely changed between the two

(the change not being visible when plotted), but the orthogonal χ2
ν = 738, indicating a better, but

still underfitting, model. A modification of the model was also tried which allowed an Edep offset

corresponding to a threshold energy deposition rate for measurable current generation, but this lead

to a very similar fit and an increase in χ2
ν, suggesting that any additional closeness of fit achieved

with the offset was not justified by the increase in model flexibility the offset supplied. All of this

suggests that, although there is a positive correlation between the measured ISC and the simulated

Edep, a direct proportionality is not sufficient to explain their relationship, even if it captures the

main thrust of the relationship. The SP8 experiment was the only one in this work in which neither

energy nor incident flux was changed. As such, the approximate agreement of the measurements

with the simulation could suggest that the basic philosophy of the model, in treating the entire

diamond volume of a cell as the collection volume, might be approximately correct. Given that a

certain amount of inaccuracy is to be expected in simulations where there are idealised components

- the silver epoxy being modelled as a truncated cone rather than an irregular blob, the wires being

treated as a flat collection of parallel wires rather than a curved and twisted cable - the influence

of these discrepancies may be enough to account for the deviation in the data from the model.

By avoiding varying photon flux or energy, this paired simulation/measurement experiment was

designed to attempt to validate the energy deposition accuracy of the simulation in the hope that

this would allow the simulations in experiments later in the work to rest with some confidence on

the energy deposition and focus on the influence of other factors. In the final analysis it seems that

the validation of the simulation is open to question; the variation between the simulation and the

measurements could be due to over-simplified components but a true model, reasonably-simplified

components but a false model, or indeed, over-simplified components and a false model. So, energy

deposition simulations later in this work should be understood to have the caveat that they may be

only approximately correct, despite the effort to simulate the device geometry as closely as possible.

I chose to use silver epoxy in mounting cells into DGVs primarily on the basis that it is robust,

conductive, and easily removed. That is to say, for mounting and dismounting prototypical devices

which were expected to progress through various permutations and cycles of re-use, silver epoxy was

chosen for its practical value for experiments rather than as a candidate for final device packaging.

For this latter task, I have always assumed that gold wire bonding would be needed. It is somewhat

ironic, therefore, that the presence of silver epoxy seems to have contributed significantly to the

output of the cell in this experiment and presumably, by extension, all other experiments in this work.

It remains the case that any commercial DGV made according to the presented design would not be
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packaged with silver epoxy and that gold wire bonding would likely be required. However, this result

emphasizes the need for future research to explore deliberately placing material in front of the DGV

as a scatter shroud, to boost power performance.

5.3 Probing an interaction crossover region at the Diamond Light

Source synchrotron

With the model geometry validated in the previous section, the DLS experiment sought to test

the same DGV with a full-frontal irradiation, with photon energies varying from 50 - 150 keV. Any

deviation in agreement between simulation and performance could then tentatively be attributed to

electrical changes (i.e. those not simulated by GEANT4) brought about by the photon energy.

5.3.1 GEANT4 simulation of a single-celled DGV irradiated by the DLS synchrotron

5.3.1.1 Simulation Details

This simulation used the same geometry as shown in Figure 5.1. Rather than simulating monoen-

ergetic photons, this simulation used a Monte Carlo approach, randomly selecting energies from a

normal distribution with a standard deviation of 20 eV, to match the energy width of the synchrotron

beam. The means of the distribution were the energies as measured during the DLS experiment.

Because the flux was known, and the Edep was linear with flux as far as GEANT4 was concerned,

the energy and power deposition into the diamond during the synchrotron experiment could be

modelled exactly.

The DLS version of the single cell simulation only differed from the monoenergetic case by a

few lines in two files, but for administrative reasons the two simulations were kept in separate Git

repositories. The Git repository for this simulation can be found at

https://bitbucket.org/RobbieMackenzie/singlecelldls/src/main/

5.3.1.2 Simulation Results

Figure 5.4 shows the results of the simulation. Of note is the small but clear rise in the number of hits

between the 79.95 and 81.08 keV photons energies. This leads to a rise in the total energy deposited

during the simulation. The gold k-absorption edge is at approximately 80 keV [303] (as visible in Figure

1.2), so this sharp rise between the two energies is attributed to the gold in the electrical contacts

to the device, despite these only being 100 nm thick each. Other than this rise, the hits consistently

decrease with increasing photon energy as the interaction probability decreases. However, the energy

deposited by each hit increases with photon energy and increases faster, meaning that overall, the

predominant conclusion to be drawn from this simulation is that over the energies used at DLS, a

roughly linear rise in device output should be expected for equal flux. Exact power deposition could
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FIGURE 5.4. GEANT4 simulation data of the number of hits, the energy deposited per
hit, and the energy deposited in total for a single-celled DGV with 500,000 incident
primary gamma rays, with the energy profiles used at the DLS synchrotron. 10 million
gamma rays were spread out over 20 threads. An additional ordinate is provided to
convert between total energy deposited in GeV and absorbed dose in Gy, taking the
mass of the diamond into account.
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be calculated from the simulation data, and used to calculate power conversion efficiencies for the

device at different energies. These calculations are presented in the next section.

5.3.2 Current-voltage and power-voltage curves, power efficiencies and

flux-normalised quantities

5.3.2.1 Raw current-voltage and power-voltage curves with photon energy and flux varying

Figure 5.5 shows the I -V and P-V curves taken with the single-celled DGV at the DLS synchrotron.

The device parameters for the device, extracted from Figure 5.5, are shown in Figure 5.6. At this

stage they are plotted against both photon energy and flux. The kinks observable in the otherwise

smooth I -V and P-V curves were later attributed to auto-ranging errors from the multimeter, leading

to the measurement control code to be altered to manual range selection for future experiments.

Uncertainty was sometimes greater for specified values and sometimes greater for statistical values,

so the larger of the two was used on a point-by-point basis. Both are not really visible in the I -V

trace, but the uncertainty is visible when propagated through to the P-V curves. Uncertainty was

propagated without considering covariance between I and V . Fitting of the I -V curves with the

opposing-diodes model has not been attempted here, as the voltage range used was not wide enough

to allow a good estimate of the parameters the opposing-diodes model adds to the conventional

photovoltaic model. There is an argument for attempting a fit with the conventional model, but as

mentioned in Section 2.2, the additional parameters in the opposing-diodes model are covariant

with those in the conventional model. So, values for parameters which are shared, such as the RS,

might change depending on which model was used to estimate them. It may be stated that, as the

P-V curves look quite symmetrical, parasitic resistances are likely to exert a fairly strong influence on

the electrical behaviour of the device. The device consistently achieved a VOC around 0.8 V, although

the value changed in a systematic way rather than appearing to vary randomly. Likewise the ISC rose

and then fell, being around 1 µA in magnitude. The maximum measured power for each energy was

taken as an approximation to the PMPP, and appeared to be more or less proportional the ISC. This

was because the VMPP stayed similar across curves, as visible in Figure 5.5. The F F values were fairly

consistent across all curves, varying predominantly within the same band of estimated uncertainty.

In each of the four parameters in Figure 5.6 except the ISC, there is a noticeable deviation at 81.08

keV. This point was taken after all the others in a return to the gold k-absorption edge, where the

simulation in Figure 5.4 suggested there should be a small but abrupt bump in energy deposition

due to an increase in the number of photons absorbed. The discontinuity in energy deposition here

was used as a place to look for degradation. In Figure 5.6 it can be seen that this point was not a small

bump, but a small dip. This could be evidence of degradation during the run. Particularly, the F F

looks out of place at 81.02 keV and lends the whole plot an appearance of the F F not changing in

a very systematic way. However, if the points are imagined against time rather than photon energy

- meaning the other points stay in the same order but the 81.02 keV point is moved to the end -

then the impression is a bit different, and more suggestive that perhaps the F F was decreasing
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FIGURE 5.5. The raw I −V and resultant P −V data taken at the DLS synchrotron, before
normalisation by flux.
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FIGURE 5.6. Parameters extracted from Figure 5.5, shown against both flux and photon
energy. Uncertainty values for the VOC are double-sided as they were found by linear
interpolation between error bars, much like the VOC values themselves were found
by interpolation. Uncertainty was propagated to the PMPP without consideration of
covariance.
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with time. Each measurement took approximately 15 minutes which was another feature of the

auto-ranging issue; the speed of runs was later increased substantially by use of manual ranging. By

reference to the simulated absorbed dose rate, this suggests that between the 79.95 and 81.02 keV

measurements, the device had absorbed a dose of around 6 kGy. This degradation was therefore

relatively minor, although it should be noted that the fact DGVs are eventually envisioned for very

long-term deployment, this degradation cannot be written off as negligible. Furthermore, absorbed

diamond dose rate is greater than the air KERMA dose rate. All the photon energies employed here

are lower than those expected to cause lattice damage in diamond at any dose rate [108]. Whilst

little damage occurred to the device during the DLS experiment itself, it failed to operate in later

experiments. Performance was later entirely regenerated by re-terminating and remounting. These

things taken together, possible sources of degradation are catastrophic resistance increase caused by

desorption of surface hydrogen [256, 304], simple manual handling issues, and/or structural damage

to the silver epoxy adhesive by x-rays. These latter two issues would be due to the prototypical nature

of the test mounting. On hydrogen desorption: researchers have cautioned against using hydrogen

terminated diamond surfaces as the basis of transistors in the past due to stability concerns [256].

However more recently, as mentioned in the Introduction, there has been great progress in stabilising

the surface for applications in high temperatures [194]. Using the passive electrically depleting effect

of a deposited HfO2 layer and Ti/Au contact, one group have even created a normally-off MOSFET

based on hydrogen-terminated diamond [305], suggesting that the use of an encapsulating layer

has distinct potential both for stabilizing and enhancing the DGV. It is of course not logical to use

diamond for its bulk radiation hardness if the surface termination is overly sensitive.

5.3.2.2 Power efficiencies

Figure 5.7 shows the estimated deposited powers Pdep for each curve, alongside the PMPP values.

To calculate the power depositions values, the total energy deposition values from the GEANT4

simulations were multiplied by the flux values from Figure 3.5 and divided by 500,000, the number

of events simulated per thread. The figure also shows the maximum power conversion efficiencies,

η, and maximum deposited power conversion efficiencies, ηdep. In line with the caveat on energy

deposition simulations in Section 5.2, it should be noted that of the four quantities plotted against

Eγ in Figure 5.7, Pdep and ηdep are vulnerable to any inaccuracy in the simulations.

There is a clear difference between the forms of the power deposited into the device and the

power extracted from it. This is reflected in the ηdep values, which rise with increasing photon energy

between 50 and 100 keV and then stabilise. Because both the flux and Pdep are decreasing with

increasing Eγ, the rise in PMPP with Eγ before about 80 keV may be attributed with some confidence

to Eγ, in agreement with the overall picture painted by the simulation results of Figure 5.4 which

suggests energy deposition should rise with Eγ for equal flux in this range of energy. It seems likely

that 80 keV was the point at which the decreasing flux and Pdep began to overwhelm the effect

of increasing Eγ. The increase in deposited power due to the gold k-absorption edge is reduced
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FIGURE 5.7. Various simulated and measured quantities relating to power conversion
against photon energy, with flux information incorporated. The quantities are the
simulated power deposited Pdep (and the related quantity of absorbed dose rate,
accounting for the diamond mass of 35 mg), the maximum measured power PMPP, the
maximum deposited power conversion efficiency ηdep, and the maximum incident
power conversion efficiency η .
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somewhat by convolution with the flux of the synchrotron, but remains a noticeable feature.

Both ηdep and η are low, with η being particularly so. The amount of power generated in this

experiment is enough that a low-power circuit could make use of it, but with such low efficiencies it

remains the case that a DGV such as this would be useful only in situations where there was really

not other source of power and a significant need for sensing. The Am-241 energy was covered and

the flux was highly directional, allowing Am-241
20,000 P= 38907 nA/cm3 and Am-241

20,000 p= 1945 nA/cm2 to be

calculated using the approximate conversion between flux and air KERMA of Veinot and Hertel [264].

The specific activity of Am-241 is 129.5 GBq/g [306], so a flux of this magnitude corresponds to what

might be expected from somewhat more than 28.7 g of pure Am-241. For comparison, UK law requires

ionisation chamber detectors to have no more than 760 kBq of Am-241 inside [307], corresponding

to about 6 µg. Domestic smoke detectors contain about 0.29 µg [308]. Also, the conversion is not

exact because the flux would be omni-directional and the source would exhibit self-absorption, so in

fact, the mass needed would be greater. This does not seem of much use for device design. However

it is also of note, with regard to the Am-241 energy, was that the total Edep calculated in the GEANT4

simulation was poor relative to other photon energies. Despite being unusually well-matched to

Fe-55, and hardly less so to Cs-137 and Co-60, the presented DGV design is almost at its least effective

for the Am-241 emission in terms of absorption. This is a result of an "anti-optimisation": at the

emission energy of Am-241, photons have too much energy to be predominantly absorbed by the

device, as Fe-55 gamma photons are, but too little for those which are absorbed to deposit much

energy by comparison to those of Cs-137 or Co-60. This fact, in combination with the fact that the

environment of space would rob a bare DGV of the adsorbed water vapour necessary for the surface to

conduct, makes the DGV design presented here distinctly unsuited to the kind of space applications

where Am-241 is often found. It would seem to be far better suited to its intended application in

nuclear waste stores where, Becquerel for Becquerel, the GEANT4 simulation would suggest that η

would be ten times greater. In this way this experiment demonstrated the fundamental difficulty with

efficiency when working with gammavoltaics which has tended to lend favour to the development of

other types of radiovoltaic.

5.3.2.3 Flux normalised values

Figure 5.8 shows the ISC and PMPP values normalised by flux to that of the 53.6 keV curve (2.3 ×
1011 γ.s−1.mm−2). Normalising in flux in this way relies on the fairly stable VOC and is in some sense

the same as assuming that the values for F F , ηdep and η are constant with flux in this region of the

energy-flux space. As mentioned at the start of this chapter, it may be invalid if carrier temperature

or concentration effects play a significant role and lead the aforementioned quantities to change.

The motivation for performing flux normalisation is to try to isolate the effect of photon energy on

the operation of the DGV. For the ISC and PMPP values at least it would seem that the effect of photon

energy is not too far from linear, with a slightly sigmoidal shape that may be attributable to a mixture

of the power deposition with photon energy (i.e. Figure 5.4) and the deposited power efficiency
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FIGURE 5.8. The short circuit current and maximum power-point power values from Figure
5.6, now normalised by photon flux in an attempt to isolate the effect of photon energy.
The flux was normalised to that of the point at 53.6 keV.

(Figure 5.7). There is no obvious qualitative difference between the regions where photoelectric

absorption dominates (lower energies) and where Compton scattering dominated (higher energies)

for the ISC and PMPP. In the paper based on this work which was discussed at the start of the chapter

[65], the series resistance appeared to be changing in a manner which was suggestive of a link

to Compton scattering. Extraction of equivalent circuit parameters is not presented in the newer

treatment of the data here - more work is needed to decide the most reliable way of doing this and of

assessing the reliability of the results. It seems likely that a more developed theoretical understanding

of the device should be sought first.
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ISOTOPE IRRADIATION STUDIES FOR MORE REALISTIC PERFORMANCE
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T
his chapter presents data collected using a triple-celled DGV, made from all three cells fabri-

cated (E6_ELSC_2, E6_ELSC_3 and E6_ELSC_5), under irradiation from radioisotopic gamma

sources, with more of a focus on real-world performance than the last chapter. This chapter

will predominantly concern applicability to nuclear waste stores, comparability to literature and

longevity under the highest dose rate found in a waste store. As with the last chapter, the results of a

GEANT4 simulation over the Gamut in 1 keV steps is first presented, with each cell in the DGV treated

independently. That is to say, three simulations were run, with one cell treated as the sensitive volume

each time. I -V curves are then presented, taken at different dose rates using Cs-137 and Co-60 at

the facilities mentioned in Section 3.3. The opposing-diodes model is fit and circuit parameters

estimated. Finally, a longevity experiment is presented in which 3,192 I -V curves were taken over the

course of 3.5 wks at 1,350 Gy/h air KERMA of Cs-137 gamma rays, to a total air KERMA dose of over

800 kGy.

At the time of writing, results from this chapter are being prepared for an article entitled A triple-

celled diamond gammavoltaic device tested for performance and longevity under irradiation from

Cs-137 and Co-60 gamma rays. The Co-60 experiment benefited from the help of Dr. Chris Hutson, as

did one of the Cs-137 experiments. The long Cs-137 experiment and the simulation work, I arranged

and undertook alone.
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6.1 GEANT4 simulation of a triple-celled DGV irradiated with

monoenergetic 1 -2000 keV photons

6.1.1 Simulation details

The simulation geometry used for the triple-celled DGV can be seen in Figure 6.1. As would be

expected, it is very similar to that used for the single cell case. However, the use of three cells meant

silver epoxy was also used to glue the cells together and make electrical contact between them, and

these dots of epoxy were modelled as thin discs between cells. As in the previous chapter, ten million

primary photons were simulated.

The Git repository for this simulation can be found at

https://bitbucket.org/RobbieMackenzie/triplecellmono/src/main/

FIGURE 6.1. The GEANT4 geometry used for simulating the triple-celled DGV, showing cell
numbers as labelled. Gamma rays originated at randomly-generated positions in a
planar square region the same size as the cell cross-section on the left-hand side of
the simulation cuboid. Inset: a side-on image of the device, showing the silver epoxy
in between individual cells, which was modelled as a set of discs. Cell sensitivity was
turned on or off for each cell with hard-coding. The figure shows the sensitive cell, in
this case Cell1 to the rear, as sensitive by using a lighter shade to colour it.
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-2000 KEV PHOTONS

6.1.2 Simulation Results

Figure 6.2 shows the total energy deposited into each cell of the triple-celled DGV during the simula-

tion. Notably, the energy deposition behaviour for the cell closest to the radiation source, Cell3, is very

similar to that presented in the previous simulation of a single-celled DGV, in Section 5.1. The result

suggests backscatter from the other two cells, and associated silver paint, is not a significant source of

energy deposition. At the lowest energies simulated, which are shown at greater magnification in the

figure inset, it is clear that photons of the lowest energy do not penetrate through Cell3; they are fully

attenuated. Only once the photon energy reaches 4 keV do the photons penetrate to the middle cell,

Cell2. Once the photon energy reaches 5 keV, the photons begin to penetrate to the far cell, Cell1.

FIGURE 6.2. The total energy deposited into each cell of a triple-celled DGV, and the
associated absorbed dose, when the DGV was simulated under 500,000 monoenergetic
gamma rays between 1 and 2000 keV in 1 keV steps. Inset: a zoomed-in view of the
lower-energy section of the data bounded by the dashed line. Cell number labels are
as in Figure 6.1.

Because the cells are in series, and therefore must have equal current flowing through them, it

might be expected that the triple-celled DGV would not work at all for photon energies below 5 keV

due to this self-shielding. This has a certain bearing on the results obtained in Chapter 4.2 with the

XRT, as it may mean much of the bremsstrahlung spectrum could not contribute if a triple-celled
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DGV were to be used instead of a single-celled DGV under such circumstances. Between 5 and 40

keV, the device would be expected to work, but be throttled by the lower energy depositing into Cell1,

much as the power output of a solar panel faces a bottleneck if a portion of the cells in the panel are

shaded by the shadow of clouds, tree branches or dust [309]. Between approximately 40 to 400 keV,

the energy deposited into the three cells is equal; this region of photon energy represents the best

stackwise behaviour, where additional output voltage does not come at the cost of current generating

efficiency. At energies greater than approximately 400 keV, the earlier observed relationship has

started to reverse, with Cell2 and Cell1 receiving greater energy deposition than Cell3. Because Cell3

receives much the same energy deposition as the cell in the single-celled DGV, stacking cells in this

configuration for energies above 400 keV is not expected to reduce the current generated compared

to the single-celled case (at least in terms of energy deposition; device resistance is another matter).

However, it would have lower generating efficiency. The effect is not too great at 662 keV, the photon

energy of Cs-137 gamma rays [50]. However, at the Co-60 energies of 1170 and 1340 keV [51], the

effect is much more substantial. By 2000 keV, the difference in energy deposition between Cell1 and

Cell3 is greater than a factor of 3. All things being equal, the device would be losing half of the power

it could be generating with the energy deposited into it at 2000 keV, due to Cell3 throttling Cell2 to

approximately 50 % and Cell1 to approximately 33 %. So, although the practice of stacking three cells

into a DGV to increase voltage is not expected to decrease current generation at Cs-137 and Co-60

energies, it is expected to create a device that uses the energy deposited into it less efficiently.

Looked at another way, however, the results of this simulation naturally raise the suggestion,

once again, that the power output of a given cell may be increased substantially if a material is

placed in front of it, should the material and thickness be chosen carefully, to increase photon energy

deposition without relying on a scintillator whose mechanism may degrade under irradiation. This

echoes the effect exhibited by the silver paint in the last chapter and strengthens the case for future

study. Of course, Horiuchi et al found that scintillators, by producing light at wavelengths for which

solar photovoltaics are optimised, improved the power output of their voltaics by several orders of

magnitude [35] over their base line; it is unlikely that even an optimised scatter shroud could do

this for a diamond gammavoltaic. Another interpretation might suggest simply presenting the DGV

side-on to the radiation rather than involving a scatter shroud, so that it might present a deeper

collection volume at the expense of surface area. This was not pursued in this work, but it is given

some attention in Section 7.2.3.

Based purely on energy deposition considerations from this simulation, irradiation of a triple-

celled DGV with Cs-137 radiation is expected to produce slightly higher power than with Co-60

radiation, due to the device in both circumstances being throttled by Cell3. The Co-60 energies are

above the pair production threshold at 1022 keV [310], but there is no distinguishing feature in the

energy deposition in this region.
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6.2 Irradiation of a triple-celled DGV with Cs-137 and Co-60 gamma

rays

Figure 6.3 shows the I -V and P-V curves for the Cs-137 irradiation together,first, so that their relation

to each other can be seen. The measurement uncertainty is propagated through from the I -V to

the P-V curves without accounting for correlation between the variables. Each I -V curve is then

plotted separately so that its individual features may be observed, alongside a fit obtained using ODR

and the opposing-diodes model, as well as line plots and histograms of the instrumentally-weighted

current and voltage residuals. These are plotted as Figures 6.4 to 6.9 on pages 127 to 132.

Likewise, Figure 6.10 on page 133 shows the I -V and P-V curves for the Co-60 irradiation, with the

same caveat about the uncertainty values used in the P-V plot, and the individual curves with their

fits are shown in Figures 6.11 to 6.22 on pages 134 to 145. The I -V trace for 591 Gy/h of Co-60 gamma

radiation is truncated in Figure 6.10. This is believed to be because the automation software halted

recording due to computer hibernation during a lunch break. This was not known until after the

experimental session. As such, fitting has not been performed for this dataset. When measurement

uncertainty is taken into account, the two lowest Co-60 dose rate cases, 13 and 17 Gy/h (shown

in Figures 6.11 and 6.12 on pages 134 and 135), do not pass the basic "third quadrant" I -V test: it

cannot be said the DGV was definitely producing power at these dose rates, despite the shape of

the curves. The fits of the opposing-diodes model for these dose rates of Co-60 gamma rays are also

visibly worse than any of the others, with obvious trends in both the current and voltage residual

line plots. That the electrical noise is notably greater for the Co-60 data than the Cs-137 data may be

due to the manner in which Co-60 gamma rays deposit energy into the crystal. However, it seems

more likely that, as the Cs-137 irradiator chamber was lead-lined it was more effective at shielding

electromagnetic interference from the device. The bounds used when fitting the opposing-diodes

model were 1 ≤ n1,n2 ≤ 2, and all other parameters bound to be positive. The residual line plots look

reasonable for most fits, with the exception of the lowest doses of Co-60 as mentioned above, although

there is a common tendency for them to spike in voltage and sometimes current near the VOC. A

good demonstration on the influence of the instrumental weighting can be found by comparing the

power-producing quadrant with the higher-voltage areas of the curves for higher dose rates under

either isotope: the fit deviates from the measured data in both areas, but in the higher-voltage area the

instrumentally weighed current residuals stay very small, due to the uncertainty at these points being

greater. By contrast, there is a marked increase in the residuals in the power-producing quadrant. It

is unfortunate that the power-producing quadrant should, as a rule of thumb, be the region in which

the model deviates most from the data, as this is the most important area for engineering purposes.

This region is quite strongly affected by the values of the ideality factors, and it may be that restricting

them to between 1 and 2 is not suitable for the DGV. Diamond is, after all, a wide band gap material,

and the structure of the device does suggest something similar to Frenkel-Poole conduction if the

band diagram in Figure 2.14 is valid, so allowing one or both ideality factors to take values larger
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than 2 may be justified in light of the references and discussion in Section 2.2. Indeed, preliminary

attempts to fit the data whilst allowing the ideality factors to change over a broader range do lead to

closer fits, but without a more solid theoretical foundation for allowing this, there is a risk of falling

into the trap of a spurious fit.

Despite the deviation of the model in the power-producing region, visual inspection of the

residual histograms suggests they are much more tightly distributed around the mean than they

would be if normally distributed, and much more so for voltage residuals than current residuals. The

Kolmogorov-Smirnov test with Lilliefors correction returns p ≈ 0 for the residuals being normally

distributed for every set. In the case of voltage residuals, it is worth remembering that the uncertainty

values chosen came from the multimeter specification, and take the form of legal statements. They

are therefore likely to overestimate the uncertainty in the applied voltage (so that their specification

is always met), and this is consistent with the very tight residual distribution. The voltage residuals

are in fact so tightly distributed around zero compared to the current residuals that it may be argued

that use of ODR over OLS is not necessary in future. In the case of the current residuals, the taking of

ten measurements at each voltage is quite a reliable method of uncertainty estimation and so the

tight error margins are assumed to be as a result of over-fitting on the part of the ODR algorithm.

That said, it is noteworthy that all of the fits terminated due to reaching the iteration limit rather

than due to reaching parameter convergence or sum-of-squares convergence. Ironically it may be

the case that reducing the iteration limit in future might lead to fits which, whilst less close, provide

more physically reliable parameters estimates.

When performing the two-sample KS test between all the permutations of possible pairs of fit

residuals across all the data, some patterns in the p-values did seem to emerge, but not strongly

enough to discount the possibility that the patterns had arisen randomly. For example, whilst the

vast majority of the p values were very small (between 10−42 and 10−5), the fits for the Cs-137 data

produced the two-sample KS test p-values between their current residuals shown in Table 6.1.

Air KERMA dose rate (Gy/h) 15 95 273 520 1070 3200

15 1.0 0.55 0.23 3.6E-5 5.6E-5 1.4E-5
95 - 1.0 0.40 8.4E-6 2.2E-5 1.4E-5

273 - - 1.0 8.9E-5 8.9E-5 3.6E-5
520 - - - 1.0 0.15 9.1E-3

1070 - - - - 1.0 0.12

TABLE 6.1. p-values from the two-sample Kolmogorov-Smirnov test between
instrumentally-weighted current residuals from fits to I -V curves taken under
different dose rates of Cs-137 gamma rays. For clarity, p-values greater than α= 0.05
are shaded in orange.

There are some reasonable p-values in clusters at the three lower dose rates and the two higher

dose rates, meaning the test did not give sufficient reason to reject the hypothesis that the residuals

from the 15, 95 and 273 Gy/h tests were drawn from the same distribution, and likewise for the
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1070 and 3200 Gy/h tests. On the surface of it this may give some reason to suspect that a similarity

exists between the tests in the two groups, and a difference exists between the groups themselves.

However, by comparison, there is an even larger value of p = 0.72 between the 15 Gy/h Cs-137 case

and the 374 Gy/h Co-60 case, which appears to have arisen randomly as there is no thematic link

with other dose rates, other runs with the same isotopes, or other surrounding p-values. Overall, the

safest working conclusion to draw seems to be that the fits are all, or predominantly, overfits, and all

relate to their respective datasets in different ways despite the qualitative similarity some of them

share to the eye. Both the one-sample and two-sample KS tests strongly rejected the null hypothesis

in the overwhelming proportion of cases. Caution should therefore be applied when assessing the

parameters extracted by this method.
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FIGURE 6.3. I -V and P-V data from a triple-celled DGV irradiated with dose rates between
15 Gy/h and 3200 Gy/h air KERMA of Cs-137 gamma rays. Uncertainties have been
propagated from the I -V data into the P-V data without accounting for correlation.
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FIGURE 6.4. I -V data from a triple-celled DGV irradiated with 15 Gy/h air KERMA of Cs-
137 gamma rays, fitted with the opposing-diodes model. Also shown are current and
voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same. N.B. there is an axis break on the line plot of
voltage residuals.
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FIGURE 6.5. I -V data from a triple-celled DGV irradiated with 95 Gy/h air KERMA of Cs-
137 gamma rays, fitted with the opposing-diodes model. Also shown are current and
voltage residuals ε and δ, scaled at each point by the measurement uncertainty at that
point, and histograms of the same.

128



6.2. IRRADIATION OF A TRIPLE-CELLED DGV WITH CS-137 AND CO-60 GAMMA RAYS

-12 0 2-4 -2 0 2 4
-60

-40

-20

0

20

40

60

-1.6

0.0

0.4

 (x 10-15)

  Data 
  Fit 

I 
(n

A
)

V (V)

Dose rate
273 Gy/h
Air KERMA

-1.2 -0.6 0.0 0.6 1.2
0

40

80

120

 

 

Co
un

t

-8 -4 0 4 8
0

40

80

120

 
 

Co
un

t

 (x 10-15)

FIGURE 6.6. I -V data from a triple-celled DGV irradiated with 273 Gy/h air KERMA of
Cs-137 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same. N.B. there are axis breaks on the line plots of
the residuals.
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FIGURE 6.7. I -V data from a triple-celled DGV irradiated with 520 Gy/h air KERMA of
Cs-137 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same. N.B. there is an axis break on the line plot of
voltage residuals.
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FIGURE 6.8. I -V data from a triple-celled DGV irradiated with 1070 Gy/h air KERMA of
Cs-137 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same. N.B. there is an axis break on the line plot of
voltage residuals.
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FIGURE 6.9. I -V data from a triple-celled DGV irradiated with 3200 Gy/h air KERMA of
Cs-137 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same. N.B. there is an axis break on the line plot of
voltage residuals.
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FIGURE 6.10. I -V and P-V data from a triple-celled DGV irradiated with dose rates between
13 Gy/h and 2900 Gy/h air KERMA of Cs-137 gamma rays. Uncertainties have been
propagated from the I -V data into the P-V data without accounting for correlation.
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FIGURE 6.11. I -V data from a triple-celled DGV irradiated with 13 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.12. I -V data from a triple-celled DGV irradiated with 17 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same. N.B. there is an axis break on the line plot of
current residuals.
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FIGURE 6.13. I -V data from a triple-celled DGV irradiated with 24 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.14. I -V data from a triple-celled DGV irradiated with 72 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.15. I -V data from a triple-celled DGV irradiated with 100 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.16. I -V data from a triple-celled DGV irradiated with 130 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.17. I -V data from a triple-celled DGV irradiated with 149 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.18. I -V data from a triple-celled DGV irradiated with 241 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.19. I -V data from a triple-celled DGV irradiated with 374 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.20. I -V data from a triple-celled DGV irradiated with 743 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.21. I -V data from a triple-celled DGV irradiated with 902 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.22. I -V data from a triple-celled DGV irradiated with 2900 Gy/h air KERMA of
Co-60 gamma rays, fitted with the opposing-diodes model. Also shown are current
and voltage residuals ε and δ, scaled at each point by the measurement uncertainty at
that point, and histograms of the same.
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FIGURE 6.23. ISC, VOC, PMPP and F F for the Cs-137 data from Figure 6.3 and the Co-60 data
from Figure 6.10. For the Co-60 data, points are distinguished by position number. In
the current and power data, error bars which took negative values are truncated due
to the logarithmic scales. In the fill factor data, three points have had their error bars
truncated for clarity and because they took unphysical values: from left to right these
were upper bounds of 2.2 and 1.0, and lower bounds of -1.3, -0.3 and 0.1. Uncertainty
was propagated to F F without considering correlation of variables.

Figure 6.23 shows the ISC, VOC, PMPP and F F extracted from Figures 6.3 and 6.10. With the

exception of the lowest three Co-60 dose rates (13, 17 and 24 Gy/h), the VOC remains relatively stable

between approximately 1.8 to 2 V, with no clear relationship between dose rate and VOC. Indeed,

the positions at which the measurements were taken - not presented in Figure 6.10 but presented

in Figure 6.23 - would appear to have more of a relationship with VOC than the dose rate. The VOC

is far more stable for the Cs-137 experiment, but of essentially the same value as in the Co-60 case.

This approximate constancy in the VOC, as with the DLS case, meant that the PMPP followed the ISC

by relation with a roughly constant factor. Compared to that of the single-celled DGV in the DLS

irradiation, VMPP ≈ 0.5VOC, which is consistent with a greater influence from parasitic resistances.
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The fill factor F F is also correspondingly low, with the values for the lowest Co-60 dose rates having

very large uncertainty. Uncertainty was propagated without considering correlation between the

variables. To the eye there is a difference in the behaviour of F F between the Cs-137 and Co-60

experiments. It seems to stay roughly constant between 0.3 and 0.4 for Cs-137, whilst declining with

increasing dose rate for Co-60. It is not known why this might be, and no prediction is made on

whether this apparent trend would persist in a repeat experiment.

The power generated by the DGV under Cs-137 irradiation was very slightly higher than under

Co-60 irradiation. This is as would be expected from the simulation.

Figure 6.24 shows values of the opposing-diodes fit parameters arrived at by ODR for both the

Cs-137 and Co-60 experiments. Also shown is the quantity kbT ln(I01/I02), which in the case of equal-

area opposing Schottky diodes in which thermionic emission dominates would equal the difference

in barrier heights1. The results are quite mixed in terms of the certainty of parameters. Every dataset,

regardless of dose rate or isotope, converges to n1 = 1, and it may be that in future experiments, this

parameter can be set as such rather than used for fitting. With occasional exceptions, the results

for RSh2, RS, IPh and I01 are all quite certain, and it may be that these parameters have converged

to their global minimum for each fit. The certainty in RSh1 decreases with increasing dose rate,

which is consistent with the fact that curves taken under higher dose rates contain less of the region

in which RSh1 exerts a prominent influence, if the voltage sweep range is kept the same. Future

experiments would likely benefit from using a wider voltage range for this reason. The worst certainty

was obtained for I02, which had uncertainty roughly an order of magnitude greater than its value

for all data. Qualitatively it follows a similar pattern to n2 with dose rate, and it seems likely that

there is some interference from local minima in these axes of the parameter space. The quantity

kbT ln(I01/I02) falls within the expected range of values for two barriers under contacts of equal

area, subject to Fermi level pinning at or below 1.2eV above the valence band maximum. But, is not

constant with dose rate. It is only an approximate measure of barrier difference because current

crowding may affect the relative sizes of the contacts from an electrical perspective, and barriers

may have effective heights different to their zero-bias, cold-carrier heights for a DGV I -V curve.

Nevertheless, the face that it takes reasonable values for barrier difference suggest that the fits are of

some value. It seems probably that the photon energy difference between Cs-137 and Co-60 gamma

irradiations do not make much difference, although transforming this from air KERMA dose rate to

flux may change this interpretation and would be suitable future analysis. It seems reasonably clear

that IPh does not change linearly with dose rate, nor is it the only equivalent circuit parameter to

change substantially with dose rate with fair certainty. At this stage it would seem that the parameters

extracted by the ODR fits of the opposing-diodes model are of varying reliability depending on the

parameter, and whilst the model does a better job of accounting for the shape of the I -V curves

than the conventional solar cell model, more theoretical work is needed to refine it before proper

mechanistic conclusions can be drawn from the data. The fits were performed before the explicit

1The reverse saturation current of a Schottky diode is given by I0 = A A∗∗exp(φB /kbT ), so if the two contacts have
equal area, diving the two saturation currents and re-arranging for φB1 −φB2 gives the expression in the main text.
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FIGURE 6.24. Fitting parameter values for the opposing-diodes model, as fit to the data in
Figures 6.4 to 6.22. Where error bars are truncated, it is because they go to negative
values and so cannot be shown on the logarithmic scale. Also plotted is the quantity
kbT ln(I01/I02), which in the case of equal-area opposing Schottky diodes in which
thermionic emission dominates would equal the difference in barrier heights.
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V -I relation of Equation 2.26 was derived, and this latter achievement should make it more feasible

(if still very computationally expensive) to do a brute search of the parameter space to attain more

confidence that the fits found have fallen into their global minima.

Because of the range of dose rates and the triple-celled DGV employed, it can be seen that the

device performance attained in these experiments is approaching that necessary for micropower

devices. At the maximum Co-60 dose rate employed, of approximately 2,900 Gy/h, the device had

PMPP ≈ 80 nW, via an IMPP ≈ 80 nA and a VMPP ≈ 1 V. At the maximum Cs-137 dose rate employed,

of approximately 3200 Gy/h, the device had PMPP ≈ 100 nW, via an IMPP ≈ 100nA and a VMPP ≈ 1 V.

In both cases, performance was too low for any known energy harvesting circuit, and the dose rate

is three times too high for any known region of a waste store. However, it is on the right order of

magnitude in both cases, suggesting simple methods such as modestly increasing the number of

cells in a device (e.g. creating a "gammavoltaic panel") or optimising a scatter shroud will improve

the performance to useful levels. Alternatively, no scatter shroud could be used, but cells could be

arranged to optimise between self-scattering and bottleneck reduction.

In terms of applicability to a nuclear waste store, at 1070 Gy/h air KERMA of Cs-137 irradiation,

the device produced a PMPP = 57 nW. This corresponds to Cs-137
1070 p = 281 nW/cm2, and Cs-137

1070 P = 1873

nW/cm3.

In terms of comparability, there was Co-60
100 p = 27 nW/cm2 and Co-60

100 P = 179 nW/cm3. There is

almost, but not quite, sufficient information to compare to the previously-mentioned 1997 work

of Horiuchi et al: because the best device tested in that work used a caesium iodide scintillator

crystal, but the dimensions of that scintillator were not given 2, it is not possible to determine P and

p even though Co-60 measurements were performed at 72 Gy/h for both that work and this work.

There would seem to be a direct comparison that can be drawn between this work and the devices

tested without scintillators in the Horiuchi paper, as the silicon cell dimensions were reported, but

this would give an undue benefit to this work, as the scintillators were found to be responsible for

an increase in power of several orders of magnitude in the Horiuchi work, and ultimately in these

early stages of gammavoltaic development, the volumetric figure-of-merit is of less importance

than overall applicability - the ability to produce sufficient power under the correct circumstances.

Furthermore, in that work, only the ISC and VOC were measured, and their product used as the power

output (i.e. the theoretical PMAX, not the real PMPP). As I -V curves were not provided, the F F , hence

the PMPP, is unknown. Comparison must be restricted to saying: when these dissimilar and only

partially-known quantities are compared by the use of estimation, conversion, etc., it appears the

DGV presented here worked roughly as well as the Horiuchi cell when coupled to its caesium iodide

scintillator. As the Horiuchi cell without a scintillator was roughly one order of magnitude smaller in

volume but several orders of magnitude weaker in power output than when coupled to the scintillator,

2It seems fair to assume it was a few centimeters to a side: caesium iodide crystal scintillators generally are, and the
caesium iodide scintillator they used in their 2005 work was 5 × 3 × 1.5 cm3 [37]. Such dimensions, were they used in the
1997 work, would lead to an order of magnitude lower volumetric-to-areal figure-of-merit ratio than in this work, though it
raises the question of whether in this work, the silver paint should be taken into consideration within the dimensions of
the device.
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it may be said that the bare DGV performed notably better than the bare Horiuchi cell. Of course, the

Horiuchi cell was not designed to be used bare.

In some works, performance metrics are given in terms of areal power density per unit dose rate.

The results in this chapter and the previous chapter show that, at least for this work and possibly for

other gammavoltaics too, this is not suitable unless a linear performance with dose rate is known to

exist. That is not the case here - comparison must be kept to specific dose rates.

The difficulty of performing this comparison, even when much of the experimental setup and

units used in that work were comparable to this work, re-emphasizes the need for the application-

oriented philosophy adopted here, and the efforts for greater comparability which the field of gam-

mavoltaics would benefit from. Still, it would seem that in terms of device comparison, the most

prescient test is from this point the longevity of the DGV under high dose-rate conditions. This is

because reasonable longevity would be required to meet the standard set by the Horiuchi cell, the

weakest point of which was the caesium iodide scintillator. Caesium iodide is known to suffer radia-

tion damage, and at some of the dose rates considered in this work, certainly so. Some researchers

have found significant degradation after an absorbed dose of around 4 Gy [311], meaning a short

lifetime and therefore limited usefulness to the nuclear waste store application considered in this

work, for which monitoring deployments ought to last years or decades. Longevity will be assessed in

the next section.

6.3 Assessment of the durability of a single-celled DGV under Cs-137

gamma irradiation

This section presents results taken with a single-celled DGV under Cs-137 irradiation, at 1,350 Gy/h air

KERMA, over the course of three and a half weeks. The method for this, which included the concurrent

measurement of temperature and humidity variation, is described in Section 3.3.4. A single-celled

DGV was used to simplify the interpretation of results. The DGV was built using E6_ELSC_2.

6.3.1 I -V and P-V curves taken over 600 hours at 1,350 Gy/h Cs-137 irradiation.

Figure 6.25 shows the I -V and P-V data for the long irradiation. It can be seen that there was a clear

decrease in ISC and VOC over the duration of exposure, but that there was no catastrophic failure

of the device. In the latter case, the I -V curves may have been expected to collapse to near-zero

magnitude, in line with how the DGV performed prior to hydrogen termination in Chapters 4. The

bulk of the ISC values fall between 100 and 150 nA with I -V curves taken later being more likely to

have lower values. Likewise for the VOC values falling predominantly between 0.4 and 0.55 V, with

later curves more likely to have lower values. However, in the case of the VOC, some of the earliest

curves visibly have the lowest values.
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FIGURE 6.25. 3,192 I -V and P-V curves taken under constant irradiation at 1,350 Gy/h air
KERMA of Cs-137 gamma irradiation over the course of 600 h/3.5 wks. Uncertainty
margins have been omitted for clarity but were of similar size to those found in
previous I -V curves for similar dose rates.
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6.3.2 Parameter behaviour with irradiation time

Parameter extraction was performed to allow more detailed analysis of how key parameters from

the I -V and P-V curves behaved with irradiation time. Due to the large number of separate curves,

manual data handling was not feasible and much had to be done programmatically: as with previous

experiments, the ISC values already existed in the data and could be extracted directly; a Julia script

was used to interpolate to the VOC for each trace. Fitting the data with the opposing-diodes model

was not attempted for the longevity experiment, as currently the fitting process is quite unpredictable

with regards to convergence from starting values, and it is not clear that automating the process will

be trivial. More work on this front may be possible with the brute search employed in future.

Figure 6.26 shows the PMPP, ISC, VOC, temperature T and relative humidity H with irradiation

duration and cumulative air KERMA dose. The PMPP shows the decrease over time. By inspection of

the ISC and VOC it is clear that many of the finer features in the PMPP are related to the current gener-

ated in the device, and that both ISC and VOC appear to be decreasing with dose over all. However,

by comparison to the temperature and humidity data, it it not clear that it is the irradiation time

that has caused the decrease. Indeed, the temperature and humidity varied more than was expected

at the outset of the experiment, and qualitatively speaking, there are features in the temperature

and humidity data which clearly correspond with features in the ISC data. There is a hump feature

between approximately 50 to 150 h which occurs most clearly in the humidity trace, but can be seen

in all traces. The temperature and humidity data share certain peak and trough features. This is

consistent with influxes of warmer, more humid air, and is likely due to facility checks by security

personnel during the building closure. The points at which the I -V measurement was started or

re-started are marked by Roman numerals on the figure, and show that there is a stabilisation period

for the device whenever it it turned on having been off for some time. However, it is notable that

performance returns to a level that may be expected. These re/start features explain the anomalous

curves visible in Figure 6.26, particularly in the P-V data. It is likely that all previous tests fell within

such re-start features, which does not invalidate them, but which must be borne in mind. Power

increases of around one third were evident after the dips in each re/start feature, which stabilised

within less than 24 h. Dr. Hutson’s dosimeter exhibited a similar "priming" effect, hinting that it is the

diamond crystal type, which the dosimeter shares in common with the DGV, that is responsible. That

said, in the dosimeter, the effect tended to last weeks rather than days. Whilst these priming effects

show a clear dependence of performance on irradiation time in the short-term, it is no longer clear

whether irradiation time affects device performance in the long-term and, if it does, to what extent.

There are two options for analysis of the full long irradiation data: creation of a full mechanistic

model, or finding a statistical model.

The system in this experiment is simple enough, despite the temperature and humidity changes,

that a mechanistic model could be considered. Such a model would have to account for the effect of

temperature and humidity on adsorbed water coverage, θH2O, and the effect of irradiation duration

on the terminating hydrogen coverage, θH. The combination of a water molecule adsorbed to a
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hydrogen site could then be referred to in terms of an "activated coverage",Θ. A relationship between

this coverage and the device resistance and other such electrical parameters would then need to

be sought. A model for the activated coverage can be arrived at by reference to literature and the

introduction of a small number of fitting, parameters: -

(6.1) Θ(t ) =−θH,0

(
1

2

) t
τ1/2

ln

(
RT (t )ln(0.01H(t ))

Ea

)
,

where t is the time spent under irradiation at a given dose rate; τ1/2 is the desorption half life of the

hydrogen coverage under that dose rate; θH,0 = 0.3 is the initial coverage, which is known via the XPS

measurements in Chapter 4; R is the ideal gas constant; Ea is the molar energy of adsorption for the

first adsorbed water molecule; and T (t) and H(t) are the temperature and humidity at time t . For

the reasoning behind, and derivation of, Equation 6.1, see Appendix C. Ea and τ1/2 are unknown,

but bounds and reasonable value ranges for each are available and could be used to fit both. It is

here that the trail goes cold, however, as relatingΘ to the electrical properties seems impossible. One

reason for this is that the surface conductivity of diamond can take tens of hours to stabilise [265],

as elaborated on in Appendix C. A givenΘ therefore does not always correspond directly to a set of

electrical parameters. Sample history must be considered.

Failing a mechanistic model, one may attempt a statistical model, which would allow the inclusion

of such history by, for example, treating the previous ten humidity values for any given time as

predictors for the surface conductivity, and hence PMPP, at that time. There are many conceivable

statistical models which could be argued for the data presented here, and also model selection

processes. For example, one might begin with a linear model such as

(6.2) PMPP ∼ t +H(t )+H(t −1)+ ...+H(t −10),

then use stepwise regression to whittle the model down to one in which all terms were considered

significant [312]. This model would not describe the underlying processes like a mechanistic model,

but would allow a decision to be made on whether degradation had occurred, and if so, how severe it

was. Alternatively, all the models could be compared with an instrument such as Akaike’s Information

Criterion, in which relative scores are given to models which optimise between goodness-of-fit

and the number of predictors used [313]. What both of these approaches, and indeed all statistical

model approaches, sacrifice is that, as the data is known before the model, any model found to

fit in this way cannot be used to draw conclusions at this stage. Rather, it must be re-applied to

new data taken during a repeat experiment. The reason for this is that so called post-hoc analysis,

wherein a model is fitted to known data, is liable to various errors [314]. Most prominently, increasing

the number of models assessed increases the chance of finding incorrect but successful-looking

models. It is worth noting, however, that criticism against this approach is usually tied to the fact

that researchers are themselves biased towards finding significance in the variables they are studying.

Finding false significance of predictors is therefore biased for twice. In the case of this work, the

situation is reversed; a better gammavoltaic is one for which irradiation time is not a significant
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predictor. On the assumption that I harbour at least some unconscious bias towards results which

paint a favourable picture of the DGV, my experimenter bias opposes multimodel bias. The deciding

factor for not pursuing a statistical approach, however, is pragmatic. Regardless of whether or not

the device suffered degradation due to irradiation, it did suffer significant instability due to the bare

surface being exposed to changing ambient conditions. Because encapsulation of the device, such as

with transition metal oxides, is the natural next step to attempt to address both issues, there is not so

much to gain from a device development perspective. How the device performs when bare is unlikely

to carry much relevance to such a DGV in future. Whilst the data remains for use as pilot data should

such a statistical approach be pursued in future it would be better, if another long experiment slot

could be obtained, to use a device which is known to not respond to environmental humidity and

temperature changes - a conclusion that could be obtained from a much shorter session.

A restrictive but less complex third approach would be to use the substantial size of the dataset to

control for temperature and humidity, and indeed it can be shown that there is a run of approximately

15 h, between 286 and 301 h of irradiation, when both the temperature and humidity stay stable at

the same time. Plotting of the I -V and P-V curves has shown that they do not change with dose in

this time, to within measurement precision and possibly also measurement resolution (these curves

are not plotted as a figure here as not much can be gleaned beyond the simple statement that the

curves look more or less identical). Promising though this is, a window of 15 h is a substantially

smaller cumulative dose than the experiment set out to attempt - only 20.25 kGy - and does not take

us much further to answering whether a DGV could be deployed into a waste store long-term.

The scientific conclusions that may be drawn from this experiment are of a lower order of

precision than the measurements. Nevertheless, they are useful: it is conservative to assume that

the device degraded on its way to 800 kGy air KERMA dose, and as such, the DGV cannot be said to

have passed the test of longevity. However, any degradation it did suffer was not catastrophic, and

compared favourably to the 90 % degradation reported for a similar dose by Hashizume et al [38].

This is very promising, and to my mind, justifies further development of the technology.
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CONCLUSIONS

T
his work was spawned by the noticing of a very small gammavoltaic effect in a device which

was not expected to exhibit it. Starting with the intention to explain this phenomenon, efforts

quickly became diverted towards the creation of a commercially useful gammavoltaic device.

This happened when it was realised that surface transfer doping might allow a very unconventional

photovoltaic device design to improve greatly on the accidental gammavoltaic effect observed in the

dosimeter. Concrete steps have been taken towards the creation of a useful gammavoltaic device.

The work has generated perhaps more questions than it has answered, but there are substantive

conclusions that may be drawn. This chapter will summarise the results of previous chapters, discuss

the many avenues for future work and DGV improvement, and finish with the report of a proof-of-

concept demonstration undertaken to clarify how close, exactly, to "useful" this DGV design has

come.

7.1 Summary of this work

Each experiment in this thesis aimed to work within at least one of the five factors of compara-

bility, accountability, capability, applicability, and longevity. These factors were each identified in

the introduction as important for the research of gammavoltaic technology towards viability, with

comparability and accountability being factors of standards within gammavoltaic research, and

capability, applicability and longevity being factors of gammavoltaic device performance. Within

each chapter, the factors at hand were made explicit in an attempt to give as clear and complete

a picture as possible of the diamond gammavoltaic cell concept under study, but I do believe the

attempt I have made in this work has several flaws, particularly insofar as accountability is concerned.

Summaries of the results, the conclusions, and the flaws identified so far are given in the following

subsections.
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7.1.1 Capability and accountability: XRT and XPS experiments in Chapter 4

The first and most natural research question in this work was whether the gammavoltaic concept

presented here was capable of actually working, and whether it indeed worked in the manner

intended. This was tested by fabricating a DGV up to the point just before hydrogen termination -

seen as the key facilitating step - and testing it under a high flux of broadband x-rays in the XRT. The

behaviour of the device in the dark was different when not terminated and when partially terminated

to a hydrogen monolayer coverage θH ≈ 0.3, but in both cases the device permitted only picoamperes

of current to flow when I -V curves between -50 and 50 V were applied. The device actually appeared

to conduct better with no termination, which is a confusing result. When illuminated, the response

of the device when unterminated was effectively the same, small gammavoltaic effect as seen in

Dr. Hutson’s dosimeter under Co-60 irradiation. When the device was completed with its partial

hydrogen coverage, this greatly increased the gammavoltaic effect. Whilst no direct comparison

could be made to literature due to the relative lack of gammavoltaic literature and the experimental

variability inherent in the field, the voltages, currents and attendant powers attainable by a single,

0.01 cm 3 cell compared favourably in a general sense to those reported in the literature, even with

none of the parameters of the design optimised. This was a surprise. The rest of the work kept the

same cell design for this reason, although it should be noted that probably, insufficient weight was

given to the fact that the XRT radiation was quite different in some respects to that used in other

experiments in the work. This is a flaw in the method and fails to work within the framework outlined

in the introduction in terms of comparability.

Due to the idiosyncratic method of hydrogen termination employed - a modified coating system -

it was next desirable to measure the hydrogen coverage present on a DGV. This was done through

the proxy of a set of XPS measurements performed on a single crystal diamond with a boron doped

diamond epilayer. It was expected that the coater system might not achieve a full hydrogen coverage

due to being a less intense process than the microwave enhanced termination process usually used.

This expectation was proved correct. Because there remains some suspicion that a full hydrogen

coverage may in fact short the device, the coverage of 0.3 found in these measurements had no

value judgement associated with it. However, it is not an optimised value, and it is likely that further

exploring and optimising the hydrogen coverage is one important avenue for further improving the

DGV presented here. As noted above, the device did not really conduct when not irradiated, so a

proper 2DHG is unlikely to have formed.

7.1.2 Further accountability: synchrotron studies and validation of a GEANT4 model

in Chapter 5

With the capability and the primary mechanism of action of the DGV design accounted for, more

advanced experiments to try to account for other mechanisms taking place within a DGV were made

with synchrotrons, and these also allowed the opportunity to pair well-controlled experimental

conditions with GEANT4 simulations. GEANT4 is only capable of the high-energy component of
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gammavoltaic physics, but was a good place to start in transforming a largely qualitative theoretical

understanding of the device into a quantitative one. The basic assumption of the model used in the

GEANT4 simulations was that the entire diamond region of a cell could be considered a sensitive

volume for the sake of energy deposition. That is, that energy deposited anywhere in the diamond

could be harvested, with some constant efficiency for a given photon flux and photon energy. That is,

a linear relationship ISC ∝ Edep was sought for validation. Other sensible hypotheses existed, such as

the sensitive volume only occupying a space within a certain distance of the diamond surface, but

this one was tested first for the pragmatic reason that simulating gamma ray interactions requires

more and more computer time the smaller the sensitive volume becomes. With it desirable to keep

photon flux and energy constant, a photoresponse mapping experiment was chosen and performed

at the SP8 synchrotron in Japan. The ISC at each point of the map was compared to the Edep as

simulated with GEANT4. Whilst a positive correlation was found, and the data were noisy enough

that a linear fit did not appear out of the question, a fit using ODR gave χ2
ν = 1162, indicating a linear

model did not fully account for the shape of the data. Possible reasons presented for this include the

mismatch between idealised components in the simulation and their real counterparts, and genuine

electrical differences in how the device handles illumination in different regions of its surface. As

the latter were what the validation experiment were trying to eliminate, this experiment had only

moderate success. The conclusion drawn was that simulated energy deposition should be treated as

an estimate rather than a well-determined property.

A second experiment was performed at the DLS synchrotron in the UK, with a complimentary

simulation which carried the caveats of the previous attempt at validation. The DLS experiment

was performed to probe how the electrical behaviour of the device might change with internal

scattering mechanism, as it was performed over the energy range in which the mechanism changed

from photoelectric absorption to Compton scattering inside the diamond. The analysis of these

results is presented differently to how it was presented in a previously published article [65], in

light of questions raised when this work was examined viva voce. In the article, a series resistance

extraction technique adapted from one found in the literature [159, p. 157][302] was used and the

series resitsances extracted in this way compared to the prevalence of Compton scattering over

the range of photon energy, seeming to show a correspondence between series resistance and the

prevalence of Compton scattering. The adaptation of the series resistance extraction technique may

be too blunt in terms of accuracy, or invalid - work is ongoing to understand this. The opposing-

diodes model, presented in Section 2.2, was also not suitable because the I -V curves had been

taken over too narrow a voltage range. As such, the conclusions drawn from this experiment are

of a more basic nature than in the paper. Photon flux decreased with photon energy in the DLS

measurement. It would appear that the increase in photon energy led to an increase in power output

up to a point, after which the decreasing photon flux overwhelmed this effect. With deposited power

estimated using a GEANT4 simulation, maximum deposited power efficiency could be estimated as

well as maximum incident power efficiency. Both were low. A very large proportion of the incident
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energy was estimated to have not been deposited into the device, and of that which was, only a small

fraction was turned into electrical power. This was expected to some degree, as one of the GEANT4

simulations had suggested that the DGV would be at its least efficient in terms of absorbing power in

this region of photon energy. In particular this was the case for the photon energy corresponding to

the emission of Am-241, for which power density values were found of Am-241
20,000 P= 38907 nA/cm3 and

Am-241
20,000 p= 1945 nA/cm2. These were compared in dose rate to the mass of Am-241 found in domestic

smoke detectors, to illustrate the fact that the power densities themselves were unlikely to be of

much use for device design. The experimental design did not take into consideration the fact that

the charge injection from such a beam, likely to be so much greater than in the XRT case, may have

led the DGV to operate in a different regime in which the surface may have played a less significant

enabling role.

As a last calculation, the short-circuit current and maximum power-point power were normalised

in flux and found to rise nearly linearly with photon energy, the data in both cases having a slightly

sigmoidal shape. No obvious qualitative difference emerged between the regimes of photoelectric

absorption and Compton scattering in these two parameters. It may be the case in the future that a

more thorough theoretical understanding of the device will allow these data to be re-used for better

mechanistic conclusions. As it stands the data are mainly of interest for their magnitude.

7.1.3 Comparability, applicability and longevity: Isotope irradiation experiments in

Chapter 6

Further work could have been, and can be, performed to investigate the current generation mech-

anisms within the DGV cell design, and how they contribute to the overall accountability of the

performance of the cells. However, with the work also wanting to address applicability, it was im-

portant to also test devices made of more than one DGV cell, under irradiation from gamma rays

from prominent isotopes. A triple-celled DGV device was created out of all three fabricated cells,

with the cells mounted stackwise in a series connection. The triple-celled DGV was tested under

Co-60 and then Cs-137 gamma irradiation, over three orders of magnitude in dose rate, from tens

to thousands of Grays per hour. Benchmark areal and volumetric maximum power-point power

density values, presented in the hope that it would aid comparability between this work and future

works in gammavoltaics, were found, of Co-60
100 p = 27 nW/cm2 and Co-60

100 P = 179 nW/cm3 respectively.

At this level of hundreds of Grays per hour, equivalent to the ambient dose rates found in nuclear

waste stores, the power output was reasonable for a gammavoltaic. But, it was not at the level of

applicability, in the sense that many such devices, or physically larger cells, would have to be used

together to produce useful quantities of power. The numbers required in such circumstances would

be completely technically reasonable, but not financially so. This gammavoltaic cell design is not

yet applicable to deployments into the ambient field of a waste store. However, at the level of thou-

sands of Grays per hour, on the order of dose rates found at the surface of waste canisters in such a

store, power outputs were such that only a few such devices would breach the 4 V, 200 nA threshold
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requirement used as a benchmark in this work. The device was thus considered to pass this test of

applicability, at least in a qualified sense. The relevant areal and volumetric maximum power-point

power densities were Cs-137
1070 p = 281 nW/cm2, and Cs-137

1070 P = 1873 nW/cm3, respectively. Whilst this is a

promising achievement, the arrangement of material around a DGV has not yet been optimised, and

it is suspected that some changes here could capitalise on the "scatter shroud" effect by increasing

the energy deposited into the DGV for a given photon flux.

The opposing-diodes model was found to be capable of fitting the I -V data in this section, and

inspection of the instrumentally-weighted residuals of the fit suggested that in each case the fit was

an over-fit. That said, the model appeared to deviate the most precisely where a close fit would be

most useful - in the power-producing quadrant of the curves. For the fits attempted in this work, the

ideality factors were bounded between 1 and 2. It may be that allowing one or both ideality factors

to be larger would improve the closeness of the fit, and there is some suggestion in the literature

that this may be a suitable course of action, but more work is needed to understand this before it

is attempted. That said, one of the ideality factors was fit to a value of 1 for every fit, so it might be

possible to remove this parameter entirely in future and thus shrink the complexity of the model

and the size of the fitting parameter space. Fitting the opposing-diodes model gave much greater

certainty for some of the extracted equivalent-circuit parameters than others, which is consistent

with the way the fitting parameter space can behave for the less-complicated models used to model

conventional photovoltaics with, and without, parasitic resistances. It seems possible that some of

the parameters took their values at the global minimum whereas others were more prone to falling

into local minimum values. Nevertheless, with the fits likely over-fits and the Kolmogorov-Smirnov

test also supporting the notion that the residuals were not drawn from normal distributions, only so

much weight should be attached to the equivalent circuit parameters estimated in this fashion. There

does appear to be strong reason to believe at this stage that the cell does not respond with a simple

change in the photocurrent with increasing air KERMA dose rate, and thus with increasing flux. An

additional test was performed in which the quantity kbT ln(I01/I02) was calculated and plotted. This

quantity would be equal to the difference in barrier heights if both contacts had equal effective

areas and conducted purely via thermionic emission. As the barrier of the high-barrier contact was

expected to be pinned at around 1.2 eV, this quantity should be less than that. And indeed, it was

found to vary, across the curves, between about 0.2 and 0.6 eV.

Finally, with a level of applicability demonstrated, work turned to longevity. Whilst work from this

point could have focused on increasing power outputs through hydrogen coverage or scatter shroud

optimisation, the longevity test was considered to be of higher priority. That is because increased

power outputs would be in vain if the device ultimately degraded too quickly. Gammavoltaic devices

in a nuclear waste store would need to work for many years or decades. As mentioned at the beginning

of this work, the three performative factors of capability, applicability and longevity must all be met,

probably in sequence, for any gammavoltaic to become industrially useful. The longevity test for the

waste store application is a particularly tricky one, and in a sense it is here that the gammavoltaic
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must pay for the low bar of power output it must achieve to be useful in such a context. Because it was

only at the level of thousands of Grays per hour that the DGV had passed the test of applicability under

isotope irradiation, it was at this dose rate that the test for longevity was made. A single-celled DGV

was irradiated at 1,350 Gy/h air KERMA for just over 3.5 wks, for a total air KERMA dose of over 800

kGy. The circumstances that led to such a test being possible were unusual, to say the least, and the

temperature and humidity fluctuations during the experiment appeared to dominate performance

fluctuations, due to the choice to leave the terminated diamond surface bare of encapsulants. The

data proved resistant to mechanistic modelling due to the fact that the conductivity of diamond

surfaces can take many hours to stabilise even when temperature and humidity are constant. A

statistical model was discussed as a possibility, although I am of the opinion that repeating the

experiment would provide too little extra information, relative to the resources it would cost, to be

worthwhile. The two important results are: -

1. that as expected, any future diamond gammavoltaic cells of the design presented in this work

need encapsulation, to ensure that surface hydrogen termination is maintained and electrical

behaviour does not vary with ambient factors; and,

2. the surface hydrogen termination appears to be quite robust in the face of such a high Cs-137

dose rate.

This latter conclusion is based on the fact that no catastrophic degradation occurred, and that even

ignoring the effect of humidity and temperature, the observed drop in performance from stable start

to end regions of the PMPP trace is only about 16 %. This compares favourably against the previous

reports of more rapid degradation in the gammavoltaic literature. However, the DGV did not pass

the test of longevity here. It would need to survive far longer at the same dose rate to do so. Future

work will need to investigate how surface encapsulation can improve the stability of the device under

irradiation, and to run long duration testing in real nuclear sites. The administrative arrangements for

these tests have been made. Also of benefit would be finding a way to reliably fit the opposing-diodes

model to many curves automatically, as currently it is too sensitive to starting parameters to be able

to fit the thousands of I -V curves generated by longevity experiments like this.

7.2 Avenues for future work

This has been the start of the device development journey for DGVs, and hopefully not too close to

the end of it, too. At time of writing, funding has been secured to continue development in short

term. Much like for the development of early, 1 % - efficient photovoltaics, the prototypical DGVs

presented herein are very small and crudely optimised, but show promise for substantial further

improvement. Whilst it is therefore gratifying that the performance of the DGV has been competitive,

it leaves several significant avenues open for future research.
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7.2.1 Diamond type

Diamond type could present a significant avenue for device improvement in the right circumstances.

Cell thickness is the most obvious parameter to vary, but perhaps the most difficult without the

backing of a commercial project partner able to supply custom wafers with specified qualities

in addition to different thicknesses. Crystallinity is another, though it is not clear that a move to

polycrystalline diamond would be successful, even if it were detector-grade. Were it possible to

make capable and applicable DGVs with lower-purity polycrystalline diamond, this would represent

an abrupt increase in the viability of the technology: thermal grade polycrystalline diamonds are

available at quadruple the size of electronic grade single crystals for a twentieth of the cost from

the same supplier (Element Six). Until internal processes within the DGV are better understood,

polycrystalline diamond remains an unattractive research avenue due to the likelihood that grain

boundaries would reduce the proportion of charge carriers collected.

However, the ability of researchers to grow larger single crystals is improving all the time; consider

the 92 mm - diameter wafer grown in 2017 by Schreck et al [315]. Such crystal may not yet be of high

enough quality for a DGV, but this avenue ought to open up with time. A wafer of such a size would

present 328 times the surface area to a gamma field. As power output may be expected to rise linearly

with surface area, this could push the performance of a triple-celled device from 57 nW to 19 µW

under 1070 Gy/h air KERMA of Cs-137 radiation. Such a power increase would push the DGV from a

device which is limited to sporadic power via on-chip energy storage, to one which could operate

some circuits continuously. For example, gas sensors now exist which operate on 6 µW [316]. It is

likely that single crystal growth technology and low-power sensor technology, the progress of each of

which is driven strongly by fields other than gammavoltaics, will increasingly meet in the middle in a

way which increases the applicability of DGVs. In a similar vein, the increasing ability to thread fine,

conductive paths of lattice damage through single crystal diamond [163] may offer an alternative to

hydrogen termination altogether, side-stepping the issues of surface instability found in this work. Of

course, both of these steps would likely increase the embodied financial and carbon cost of devices

significantly, so this would need to be taken into account.

7.2.2 Termination optimisation

Neglecting the possibility of avoiding it altogether, two approaches could be taken to optimising the

hydrogen termination, depending on how much emphasis is applied to the engineering side versus

the scientific side of device development. It would be straightforward to repeatedly terminate the

same DGV cell for varying lengths of time in the coater system to find the optimum recipe for power

output. The most scientific route, which would also be more labour and resource intensive, would

seem to be to follow the above procedure whilst also performing further XPS measurements with the

NanoESCA II, such that performance could be tied to hydrogen monolayer coverage rather than just

termination duration. Given the latter is likely quite specific to the setup used in this work, attributing
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changes to the process but not the result of said process would present a replication problem to other

researchers.

There is also a second type of termination to be considered - the under-contact termination.

It was known that an oxygen-termination under the aluminium high-barrier contact would lead

dependably to a high-barrier contact, but probably not the highest barrier possible. With the core

DGV design concept validated to some degree in this work, attempting to use a fluorine or nitrogen

termination instead of oxygen, with the attendant challenges, seems justified.

7.2.3 Mounting: Scatter shrouds and backplates

Much like a concentrated solar power installation uses mirrors to focus light onto an optimised

solar photovoltaic, the penetrating nature of gamma rays and their immediate scatter products

suggests that the mounting and housing of a gammavoltaic cell may be quite important for the power

generated by the cell. Indeed, it may be exploited, as hinted at by the influence of the silver epoxy

paint in the energy deposition heat-map simulated in Figure 5.2 (Chapter 5), or the increased energy

deposition into the other two cells due to the cell facing the radiation as simulated in Figure 6.1

(Chapter 6). Optimising the device housing materials - the backplate and the scatter shroud - for

increasing energy deposition into the device is a relatively small parameter space which may be

explored with simulations first, bringing the development of the DGV closer to the normal mode

of device development. A backplate must simply scatter as much radiation back into the DGV as

possible, whereas a scatter shroud must optimise between interacting with as much primary gamma

radiation as possible, whilst impeding scatter products as little as possible so that they reach the

device. Assuming a constant diamond thickness for now, that would be a four-dimensional parameter

space: backplate material, backplate thickness, scatter shroud material and scatter shroud thickness.

Probably, using Z as an analogy quantity for material in each case. To simulate this parameter

space for a single photon energy, such as the 662 keV of Cs-137, would be a simple extension of the

simulations presented in this work, if time-consuming.

To illustrate the potential of such an approach, I have performed an exploratory set of simulations

in which a lead backplate is paired with a diamond scatter shroud, which could be highly boron-

doped so as to also act as an electrode and mounting clip in place of silver epoxy paint. These

simulations are shown in Figure 6.2, using 662 keV photons. First the base case is presented, using

the simulation geometry used in this work. All other cases are normalised to this one. Removing the

silver paint, copper wires and SMA pin from the simulation leads to a decrease in energy deposition

of around 10 %. Adding in a lead backplate of 0.5 mm thickness increases the energy deposition

substantially. Adding a diamond scatter shroud, also 0.5 mm thick, leads to another substantial

increase. These simple changes, using fairly arbitrary but reasonable materials and thicknesses, leads

to an energy deposition of 150 % of the base case. With suitable diamonds costing in the region of

£2,000 each, power density increases due to backplates and scatter shrouds offer not just the appeal

of increased power output, but also of substantial cost decreases because less diamond could be
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7.2. AVENUES FOR FUTURE WORK
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FIGURE 7.1. The total energy deposited into a single-celled DGV in various configurations,
normalised to the configuration used throughout this work.

used.

A simpler technique, as alluded to in Section 6.1, might be to present the DGV sideways to the

radiation, sacrificing surface area for the sake of collection volume depth. This kind of technique lends

itself well to simulation, although some consideration of what such a batch of simulations would

entail shows it is a large parameter space to explore - particularly when additional considerations

like scatter shrouds, backplates, and the fact that different dimensions in the individual diamond

crystals may become relevant in future. Nevertheless, basic exploratory work has been conducted,

using the simple technique of simulating just a single slab of diamond at two rotations (face-on as

standard, and side-on), and with dimensions corresponding to either single- or triple-celled DGV

devices. The results are shown in Table 7.1.

As might be expected, turning a DGV side-on makes the most difference for thinner diamonds

(i.e. fewer cells), and higher photon energies. Furthermore, for higher photon energies, each cell

would be receiving the same energy deposition, so current throttling would not apply. However, as

may be drawn from other conclusions in this work, energy deposition does not always related to

power output in a straightforward manner, and the clearest cause for concern when turning a DGV

side-on would be the greater inhomogeneity in energy deposition across the device. Whilst diffusion
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Dimensions Isotope Edep (%) A (%)
Single cell Cs-137 116 11
Single cell Co-60 154 11
Triple cell Cs-137 104 33
Triple cell Co-60 111 33

TABLE 7.1. Simulated energy deposition for diamonds placed side-on to radiation, with
energy deposition and surface area presented given as percentages of the front-on
cases.
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FIGURE 7.2. The I -V curve of the triple-celled DGV under irradiation in the XRT, operating
at 160 kVp and 10 W source power.

currents would no doubt rectify some of this by their nature, the fact that a drop in resistance would

likely be seen in one region of the device more than the other might lead to throttling of a different

kind - of voltage. Ultimately, answering the question of what combination of device rotation, scatter

shroud and backplate, diamond size and electrical configuration is optimal would depend strongly

on the radiation type, availability of diamonds, and practical concerns around fabrication, and would

require a didactic research effort in which simulation, practical concerns and experimental work all

inform one another.
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7.3. A FINAL DEMONSTRATION

FIGURE 7.3. The circuit attached to the triple-celled DGV for demonstration purposes,
designed by Dr. Suresh Kaluvan, University of Bristol. This figure was produced by Dr.
Kaluvan.

7.3 A final demonstration

Throughout this work, the goal has been 200 nA and 4V, in line with the specifications of the EH300 by

Advanced Linear Devices. This was six million times more power than the dosimeter had produced,

and the device has not yet progressed all the way there. Success has been had, with the majority of

that gap having been closed though fairly simple changes, each of which provides avenues for further

improvement. It is known now that the triple-celled DGV in its present form could pass the test of

applicability, given that several such devices could be used together. However, this focus on the DGV

itself obscures the fact that the circuit will exert some influence on the device whilst it is in operation.

It might be the case, for example, that the DGV would never be held at the maximum power-point.

This is a capability issue, at its root. To address this, a stripped-down energy harvesting circuit was

created, based upon the EH300 operating sub-optimally. It was coupled with the triple-celled DGV

under an irradiation of x-rays in the XRT, operating at 160 kVp and 10 W. The I -V curve from this

irradiation can be seen in Figure 7.2, whilst a schematic of the circuit can be found in Figure 7.3.

A manual switch was used in the circuit, in place of the "powerless switch", the UB20M by Sensor

Driven [317], earmarked for future circuits, which would consume 5.4 pW to trigger. The output of the

triple-celled DGV in the XRT produced an ISC = 518 nA, a VOC = 2.06 V, and a resultant PMAX = 1067

nW. At the maximum power-point, it produced an IMPP = 292 nA, a VMPP = 1.02 V, and a PMPP = 298

nW. The I -V curve form was not good; the F F = 0.28.

However, when connected to the circuit, and left to run for 10 h before the switch was thrown,

the circuit powered up for a sufficient period (around 10 s) that a reading of temperature and hu-

midity could be recorded and transmitted via Bluetooth to a nearby receiving laptop. This is a crude

demonstration, but it shows that a triple-celled DGV passes a higher test of capability than previously

believed - the capability to power a sensor pod, and perhaps to be useful. To my knowledge, this is
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the first time a gammavoltaic has been used to power anything.

There are several important speculative uses for gammavoltaics in general - the safety of nuclear

reactors when shut down, the supplementation of their operation when working, the powering of

satellite components, the creation of set-and-forget power sources for distributed applications. But I

hope that this final demonstration shows that this thesis has brought one use - the notion of powering

sensor units in nuclear waste stores - from the speculative realm towards the concrete. Diamond

gammavoltaic devices, of the type presented in this thesis, may greatly increase the information

we have about the evolving interiors of such stores in future, and I hope may therefore make a

contribution to our safety.
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REFERENCES FOR DIAMOND-METAL CONTACTS

This appendix contains tables of references for Figure 1.5, in which contact barrier heights are

displayed for a range of metals and surface termination on diamond. In the tables, contacts are

arranged alphabetically by contact metal, then alphabetically by termination species (with "clean"

referring to no intentional termination), then by barrier height, smallest to largest. Entries have been

split over multiple tables for the purposes of space.

It should be noted that several other factors influence barrier height, such as the crystal ori-

entation of the surface on which the contact is formed; whether or not the contact was annealed,

and if so, at what temperature and for how long; the presence or lack of encapsulating metals; and,

the deposition method. However, as the figure was stripped of this information to make clear the

overriding dependence on surface termination, that information is not included in these tables either.

It has, however, been collected and can be made available on request. A similar table has also been

compiled for diamond ohmic contact research, which is not included here as I did not consider it

suitably relevant to this work. However, it too can be made available on request. I do not presume

that these tables come close to a full survey of the literature - in fact I know that they do not - but

they are considered sufficiently thorough that they give a reasonable account of trends.

169



APPENDIX A. REFERENCES FOR DIAMOND-METAL CONTACTS

Contact metal Termination Barrier height (eV) Reference
Ag O 1.65 [147]
Al H 0.59 [153]
Al H 0.86 [151]
Al H 0.9 [318]
Al O 1.05 [131]
Al O 1.2 [150]
Al O 1.3 [154]
Al2O3 O 1.34 [140]
Au F 2.29 [169]
Au F 2.38 [319]
Au H -0.19 [169]
Au N 2.37 [152]
Au N 2.39 [169]
Au O 1.2 [150]
Au O 1.57 [137]
Au O 1.58 [25]
Au O 1.7 [150]
Au O 1.71 [169]
Au O 1.75 [319]
Au O 2.2 [138]
Co Clean 0.35 [144]
Co Clean 0.4 [144]
Co Clean 0.4 [144]
Co H 0.27 [153]
Co H 0.45 [144]
Co H 0.45 [144]
Co H 0.5 [144]
Co O 1.4 [144]
Cr Clean 1.05 [136]
Cr O 0.75 [154]
Cr O 1.2 [150]

TABLE A.1. References for Schottky contact barrier heights, as shown in Figure 1.5. Metals
Ag to Cr. "Clean" here means no termination process used.
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Contact metal Termination Barrier height (eV) Reference
Cu Clean 0.3 [155]
Cu Clean 0.6 [155]
Cu Clean 0.7 [155]
Cu Clean 0.75 [155]
Cu F 2.31 [319]
Cu H 0.49 [318]
Cu H 0.5 [155]
Cu H 0.9 [155]
Cu H 0.9 [155]
Cu N 1.84 [152]
Cu O 1.4 [146]
Cu O 1.6 [155]
Cu O 1.69 [319]
Fe H 0.51 [318]
In H 0.8 [318]
Ir N 2.2 [152]
ITO O 2.45 [135]
Mg H 0.87 [318]
Mg H 0.94 [318]
Mo O 1.2 [142]
Mo O 1.2 [143]
Mo O 1.4 [320]
Mo O 1.85 [141]
Ni H 0.19 [153]
Ni H 0.59 [318]
Ni H 0.7 [318]
Ni O 0.61 [147]
Ni O 1.2 [150]
Ni O 1.55 [154]
Ni O 1.7 [150]

TABLE A.2. References for Schottky contact barrier heights, as shown in Figure 1.5. Metals
Cu to Ni. "Clean" here means no termination process used. ITO here is the popular
initialism for indium tin oxide.
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Contact metal Termination Barrier height (eV) Reference
Pb H 0.51 [153]
Pb H 0.79 [318]
Pb H 0.82 [318]
Pd F 2.3 [319]
Pd N 1.78 [152]
Pd O 1.7 [319]
Pt Clean 1.39 [321]
Pt N 2.14 [152]
Pt O 1.2 [150]
Pt O 2 [21]
Ru O 1.16 [143]
Ta H 0.8 [318]
Ti H 0.39 [153]
W H 0.51 [318]
W O 1.65 [154]
WC O 0.8 [149]
WC O 1.48 [149]
WC O 1.5 [149]
Zn H 0.36 [153]
Zn H 0.79 [318]
Zn H 0.92 [318]
Zn O 2.1 [150]
Zr Clean 0.7 [144]
Zr Clean 0.7 [144]
Zr Clean 0.85 [144]
Zr H 0.7 [144]
Zr H 0.75 [144]
Zr H 0.95 [144]
Zr O 0.9 [144]
Zr O 0.93 [139]
Zr O 1 [149]
Zr O 1.4 [135]
Zr O 1.4 [135]
Zr O 1.4 [149]
Zr O 1.57 [139]
Zr O 1.9 [149]
Zr O 1.93 [139]
Zr O 1.97 [135]

TABLE A.3. References for Schottky contact barrier heights, as shown in Figure 1.5. Metals
Pb to Zr. "Clean" here means no termination process used.
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I -V CURVES TAKEN AT THE SPRING-8 SYNCHROTRON IN FULL

In the experiment at the SP8 synchrotron, only the ISC values were taken for use when validating

the GEANT4 model in Figure 5.3, Section 5.2. This appendix presents the rest of the I -V curves, in

Figure B.1. For the sake of clarity, the I -V curves are separated out over a number of panes, firstly in

directional order (the order they were taken as the beam was scanned vertically or horizontally) and

secondly, grouped by magnitude. For ease of reference, there is a colourmap in the figure which is

laid out how the ISC values are in Figure 5.3, which is coloured the same as the trace as it appears

Figure B.1.

Two things are notable from the full I -V data. The first thing is that many of the I -V curves do not

present with the normal form. There are a number of potential reasons that suggest themselves for

this, but it seems most likely that these "double-dip" I -V curves are due to there being substantially

different levels of shading within the cross-sectional area of the beam. For example, the traces

between that labelled C and that labelled G in Figure B.1 show a gradual transition from the standard

form, to the "double-dip" form, and back to the standard form. At C, which was taken with the beam

centrally positioned on the device, the beam may have had roughly equal shading across the cross-

sectional area due to silver paint being at its thickest. Conversely at G, there will have been no silver

paint. In between, the quantity of silver paint will have been changing throughout the cross-sectional

area, and this difference - equivalent in some sense to partial shading - may be enough to explain the

form of the I -V curves. All other experiments in this work focused on irradiating the whole device

and did not show, at least to the eye, much in the way of shading effects. It may be that the finer

precision and flux of the SP8 experiment threw this effect into sharper relief, or it may be that the

inherently unpredictable nature of applying silver paint with a brush was the cause, and the device

for this test simply had a less uniform and/or thicker application. Silver paint has proved useful for

its relative ease of use, low cost and reversibility, but future work may benefit from avoiding it.

The second thing notable in Figure B.1 is that even when the beam was nominally not hitting
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APPENDIX B. I -V CURVES TAKEN AT THE SPRING-8 SYNCHROTRON IN FULL

FIGURE B.1. The full I -V curves from the SP8 mapping experiment. Lettered sub-figures
correspond to the horizontal axis whilst numbered ones correspond to the vertical, in
terms of beam position. Set amid the plots is a map key, coloured in correspondence to
the traces in this figure, annotated in correspondence to the plot that trace is displayed
in, and laid out in the same relative positions as the co-ordinates in Figure 5.3.
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the face of the device at all, at position (x, y) = (4.0,0.0) (plot G in Figure B.1), there was a small

photo-current measured. Because multiple measurements were not made and the instrumental

error was small, it is not clear whether this trace in truth would pass the third-quadrant test when

error bars were taken into account. Positioning was done by measuring the onset of current, so

uncertainty here may also have played a role - though any displacement made at this end would

require a corresponding displacement at the other, so by the larger response at (−1.5,0.0), we can be

reasonably sure that the position uncertainty was not great. Secondary scatter from the air, in such

an intense beam, provides some justification for the possibility of power being generated.
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TOWARDS MECHANISTIC MODELLING OF THE LONG CS-136 IRRADIATION

This appendix deals with the progress made towards a mechanistic model for the behaviour seen in

the long Cs-137 irradiation experiment, the results of which are shown in Section 6.3.2. Mechanisms

tied to temperature such as carrier concentration and mobility tend to be cast in terms of absolute

temperature, and as such the temperature variations seen during the long irradiation might safety be

set aside for a simple model, with their average used instead. This would leave two major environ-

mental considerations for device performance: irradiation duration and and humidity. Irradiation

(as opposed to irradiation duration) will cause two effects: photo-dissociation of adsorbed water, and

desorption of termination hydrogen. The former will be compensated for by the reservoir of water

molecules in the humid air; irradiation will shift the average water molecule concentration in what is

a dynamic equilibrium of monolayer coverage. The hydrogen desorption, meanwhile, will not be

compensated for. The irradiation duration (as opposed to irradiation) might therefore be expected to

only be observed in its affect on hydrogen monolayer coverage:

(C.1) θH = θH(t ).

A reasonable form seems to be a decay relationship, which may either be cast as an exponential or,

with a view to future communication of device performance, as a half-life equation:

(C.2) θH(t ) = θH,0

(
1

2

) t
τ1/2

,

where τ1/2 is the half life of the hydrogen coverage under a given dose rate, and θH,0 = 0.3 is the

initial coverage, which is known via the XPS measurements in Chapter 4. Meanwhile, humidity ought

not affect the hydrogen monolayer coverage, but will directly affect the coverage of adsorbed water,

which is also a key component in the surface transfer doping mechanism. There are a number of

approximations for adsorbate coverage based on gas pressure, but perhaps the simplest to apply,
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which also introduces the fewest unknown quantities and is among the more accurate, is the chi

hypothesis [322]:

(C.3) θH2O =
χ−χc (χ−χc) > 0

0 (χ−χC) < 0
,

where

(C.4) χ=−ln

(
−ln

(
P

Pvap

))
=−ln(−ln(0.01H)),

(C.5) χc =−ln

(−Ea

RT

)
,

P is the partial pressure of water vapour in the air, Pvap is the saturation vapour pressure of water, R is

the ideal gas constant, and Ea is the molar energy of adsorption for the first adsorbed water molecule.

When considering water vapour rather than other gases, the relative humidity H = 100×P/Pvap. In

practise, it is known that there is always some quantity of water on any surface in standard conditions,

so the piecewise nature of Equation C.3 is reduced to only its top term. Substituting Equations C.4

and C.5 into this allows a final equation for water monolayer overage to be given:

(C.6) θH2O =−ln

(
RT ln(0.01H)

Ea

)
.

Hydrogen termination sites must have adsorbed water vapour on them for the surface transfer

doping effect to activate [256]. The conductivity of the surface, σ is therefore a function of both

coverages - hence leading to Equation 6.1 in the main text. The resultant function would be σ =
σ(θH,0, t , t1/2, H ,Ea,T ). This would not be a bad place to attempt a mechanistic fit from, as there are

only two unknown quantities, both of which benefit from there being some information from which

to draw upon when choosing bounds for the fit [323]. However, it has been shown that, although

water molecule sorption may be a fast process, the stabilisation of surface conductivity due to that

sorption is not: for example, as mentioned in the main text, in 2019 Piña-Salazar et al showed that

the surface conductivity of hydrogen-terminated nanodiamonds, which had been stripped of their

adsorbate layer and kept under vacuum, took tens of hours to stabilise once exposed to humid air

[265]. The situation is further complicated by the fact that the DGV is not fully hydrogen terminated,

and the fact that the humidity continues to change, so the stabilisation of the surface is constantly

disrupted. It may be that the much smaller relative changes in water adsorption expected when a

device sits in ambient air with changing relative humidity may negate this long stabilisation time, but

it remains uncertain how a mechanistic model could adequately address the issue without further

experimental evidence to draw upon.
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